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Chapter 1 1

1. Overview of GAMIT Processing

GAMIT isacomprehensive GPS analysis package developed at MIT and Scripps for the
estimation of three-dimensional relative positions of ground stations and satellite orbits.
The software is designed to run under any UNIX operating system supporting X-
Windows, we have implemented thus far versions for Sun (OS/4 and Solaris 2), HP,
IBM/RISC, DEC, and LINUX on Intel-based workstations. The maximum number of
stations and sessions allowed is determined by dimensions set at compile time and can be
tailored to fit the requirements and capabilities of the analyst's computational environment.
The primary output of GAMIT isaloosely constrained solution (H-) file of parameter
estimates and covariances which can be passed to GLOBK for combination of data to
estimate station positions and velocities and orbital and Earth-rotation parameters. With
Release 9.9 GAMIT and GLOBK can be run with little effort or intervention by the analyst
using a new suite of processing scripts described in Chapter 10. In order to diagnose
problems with the processing, however, the new user will want to understand both the
theory and organization of each of the GAMIT modules, and hence should spend some
time reading through this manual and executing the program in a more deliberate manner
than isrequired in routine processing.

At the start of processing the analyst has available a preliminary set of station coordinates
(L-file), the broadcast ephemeris (E-file or RINEX navigation file) for the satellites
observed, an ensemble of phase and pseudo-range observations, and auxiliary information
available from the log sheets (tracking scenarios, antenna heights, and meteorological data).
This information should be organized into sessions, defined as spans during which a group
of stations tracks simultaneously the phases of two or more satellites. In order to
accommodate combination with continuously operating stations, sessions are today usually
organized into 24-hr spans covering asingle UTC day. It isnot difficult, however, to
organize a session across a day boundary if that is more efficient for a particular local
survey (see Chapter 4). The data and other information are prepared in the proper formats,
and each session is analyzed individually or combined with other sessions to yield
estimates of improved station coordinates and orbital parameters.

The analysis software is composed of distinct modules, which perform the functions of
preparing the data for processing, generating reference orbits for the satellites, computing
residual observations (O-C's) and partial derivatives from a geometrical model, detecting
outliers or breaks in the data, and performing aleast squares analysis. Although the
modules can be run individually, they are tied together through the data flow, particularly
file-naming conventions, in such away that most processing is best done with shell scripts
and a sequence of batch files set up by two driver modules—MAKEXP ("make
experiment") for the data preparation and FIXDRV ("fixed-table driver") for the modeling,
editing, and estimation. Though much of the data editing is performed automatically, the
solution residuals can be displayed or plotted so that manual editing of problematical data
can be performed. The primary steps in the data analysis are summarized below, with
reference to the modules used in each step. Details are given in Chapter 46, and a
summary table in Appendix 1.
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Chapter 1 2

1) Setup the program and processing directories

The software is distributed with a top-level directory (which must be aliased to gg for
your login) containing shell scripts ( /com), source code ( /gamit, /kf, and /libraries),
tables ( /tables ), documentaion ( /doc and /help ), map grids (  /maps, for GMT
plotting), and example command files and tables (/templates). Within the main source
directories are sub-directories for each of the main modules of GAMIT or GLOBK and
/bin directores constaining executables. Your Unix path must contain ~/gglcom ,
~/gg/gamit/bin , and ~/gg/kf/bin in order to run the software anywhere on your
system.

Y ou should create an "experiment” directory that will contain a subdirectory for the
RINEX files, a subdirectory for experiment-specific tables, and subdirectories for each
session to be processed (see Section 4.1 for details of the directory structure).

2) Preparethe data.

Generate an L-file of a priori coordinates for the experiment epoch from an existing
GLOBK apr file (gapr_to_I) or by performing afit to the pseudoranges on the RINEX
file (sh_rx2apr ).

Enter antenna and receiver occupation information (from log sheets) into table
station.info USing templates and an editor.
Create al of the other data-preparation input files using program MAKEXP.

Execute the programs MAKEJ and MAKEX (and possibly MAKEK) to read the
receiver datafiles (in RINEX or FICA format) and generate the clock (J and K-) and
observation (X-) filesto be used in the analysis.

Obtain initial conditions (G-file) for GAMIT's orbital integrator (ARC) by copying a
G-file from SOPAC, executing script sh_spafit to fit the ARC model to an IGS "sp3"

file, or executing the script sh_bcfit to fit the ARC model to the broadcast elementsin a
RINEX navigation file.

2) Set up and execute batch processing.
Edit templates to create control filessittbl. and sestbl. for the batch analysis run.
Execute program FIXDRYV to create batch files for the analysis.
Execute the batch job to perform processing.
ARC creates a T-file by numerical integration of theinitial conditionsin the G-file.

MODEL computes the theoretical values of the observations ("observables') and
partial derivatives of these observations with respect to the parameters to be
estimated, and writes them to an output (C-) file for editing and estimation.

AUTCLN performs automatic (batch) editing of cycle slips and outliersin the
phase observation.

CFMRG writes a (M-) file defining the way observations are to be combined, and
SOLVE performs the least squares analysis, writing the "print" output to a Q-file
and the adjustments and covariance matrix to an H-file for combination with other
sessions and experiments using GLOBK.
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Chapter 1 3

3) Evauate the solution by examining the output (Q-file) from SOLVE (chi-square value
and size of parameter adjustments) and the phase rms for each station from AUTCLN
(autcln.post.sum ). If a station shows problem you may need to look at sky-plots of the
phase residuals, created by sh_oneway from the .DPH files produced by AUTCLN, or use
CVIEW to look at the phase residuals in more detail on the screen.

The standard processing sequence for unedited data includes one or two passes through
MODEL, AUTCLN, and SOLVE. If you have good a priori coordinates and orbits, a
single pass usually sufficient for a good solution, but a second passusing AUTCLN in
postfit mode will alow better handling of poor data and provide quality statistics for each
of the stations in the network. produce . If the apriori coordinates and orbits are not highly
accurate, then the additional passis also necessary to improve these to the level at which the
automatic editing is robust and the adjustments are within alinear range. With poorly
behaved data, it may also be necessary to examine with CVIEW the phase residuals from
theinitial solution and to add instructions for deleting datato the AUTCLN command file,
or, morerarely, to fix remaining small cycle dipsinteractively.

Chapter 2 presents a brief summary of the theoretical elements of GPS data analysis. It
introduces GAMIT nomenclature and includes references that describe in greater detail the
algorithms used by the program. Chapter 3 describesin detail the files used and their
naming conventions; it need not be read carefully the first time through. Chapter 4
describes the steps in data preparation. The details of running FIXDRV and executing and
interpreting the batch analysis runs are given in Chapter 5. Chapter 6 describes the
procedures for automatic and interactive editing. Chapters 7-9 are included for reference
but need not be read to carry out most processing tasks. Chapter 7 describes the individual
modules in more detail. Chapter 8 the various options available for modeling the
tropospheric delay; and Chapter 9 the various utility programs and auxiliary datafiles, only
afew of which need concern most analysts. Chapter 10 describes how to use the new
automatic processing scripts. Finally, the Appendices provide a summary of the
processing and file names, information on antenna specifications, dataformats, and ararely
used procedure for handling non-simultaneous sampling times under SA.

Note on manual style: All of the programsin the GAMIT and GLOBK (kf) directories are

named for Unix in lowercase. For emphasis, however, and to distinguish (Fortran)
programs from (C-) shell scripts, we have written them in uppercase in this manual .
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Chapter 2 1

2. Data Analysis. Theory
2.1 Introduction to GPS Measurements

High-precisiongeodetic measurementsvith GPS are performedusing the carrier beat
phase,the output from a single phase-trackingchannelof a GPS receiver. It is the
differencebetweenthe phaseof the carrier wave implicit in the signal receivedfrom the
satellite, and the phasé# a local oscillatorwithin the receiver. The carrier beatphasecan
be measured with sufficient precision that the instrumeesallutionis a millimeter or less
in equivalent path length. For the highest relative-positioning accurearegy beatphase
observations must babtainedsimultaneouslat eachepochfrom severalstations(at least
two), for severalsatellites(at least two), and at both the L1 (1575.42 MHz) and L2
(1227.6 MHz) GPS frequencies. The dominsmiirceof errorin a phasemeasurementr
seriesof measurementsetweena single satellite and ground stationis the unpredictable
behavior of the time and frequency standards(“clocks") serving as referencefor the
transmitter and receiver. Even though the GPS satetbitieg atomic frequencystandards,
the instability of these standards would still limit positioning tod&eeralmeterlevel were
it not for the possibility of eliminating their effect through signal differencing.

A secondtype of GPS measurements the pseudo-rangepbtainedusing the 300-m-
wavelengthCA ("coarseacquisition") code or 30-m-wavelengthP ("protected”) code
transmittedby the satellites. Pseudo-rangegprovide the primary GPS observationfor
navigation but are not precise enough to be used alone in geodetic sufgsysver,they
are useful for synchronizing receiver clocks, resolving ambiguities and repajidieglips
in phase observations, and as an adjunct to phase observations in estimating satellite orbits.

For a single satellite, differencing the phases(or pseudo-rangespf signals received
simultaneously at each of two ground stations eliminates the efféés or instabilitiesin
the satelliteclock. This measuremens commonlycalledthe between-stations-difference,
or singledifference observable. If the stationsare closely spaceddifferencingbetween
stations also reducesthe effects of troposphericand ionospheric refraction on the
propagatiorof the radio signals If the ground stationshave hydrogen-maseoscillators
(with stabilities approaching 1 part inP@ver several hoursjhensingle differencescan,
in principle, be useful, as they are for VLBI. In practice,however, it is seldom cost
effective to use hydrogenmasersand single difference observationsin GPS surveys.
Rather,we form a doubledifferenceby differencing the between-statiorifferencesalso
between satellites to cancel completely the effects of variations in the stat&s. In this
case the observations are just as accurate with low-cost crystal osctatotis an atomic
frequency standard (though the use of the latter may make editing a bit easier).

Sincethe phasebiasesof the satellite and receiver oscillators at the initial epoch are
eliminatedin doubly-differencedobservationsthe doubly-differencedrange (in phase
units) is the measuredphase plus an integer number of cycles. (One cycle has a
wavelength of 19 cm at L1 and 24 cm at L2 for code-correlating recehadfshesevalues
for squaring-type receivathannels.)f the measuremengrrors, arisingfrom errorsin the
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Chapter 2 2

models for the orbits and propagationmedium as well as receiver noise, are small
compared to a cycle, there is the possibilitgleferminingthe integervaluesof the biases,
therebyobtainingfrom the initially ambiguousdoubly differencedphasean unambiguous
measureof doubly differencedrange. Resolutionof the phaseambiguitiesallows a more
precisemeasureof the relative positionsof the stations(see,e.g., Blewitt [1989], Dong
and Bock [1989] ).

GAMIT incorporatedifference-operatoalgorithmsthat map the carrier beat phasesnto
singly and doubly differencedphases. These algorithms extract the maximum relative
positioning information from the phasataregardlesof the numberof dataoutagesand
take into account the correlations that are introduced in the differencing pr¢{8es&ock
et al. [1986] andschaffrin and Bock [1988] for a detailed discussion of thedgorithms.)
An alternative (nearly) mathematicallyequivalentapproachto processingsPS phasedata
is to use formally the (one-way) carrier beat phasegdiihatethe phaseoffset dueto the
station and satellite clocks @achepoch. This approachs usedby AUTCLN to compute
one-way phase residuals for editing and display.

In order to provide the maximum sensitivity to geometric parameters, the carrienplsise
be tracked continuously throughout an observing sessiaihereis an interruptionof the
signal, causinga loss of lock in the receiver,the phasewill exhibit a discontinuity of an
integer number of cycles. Thiscontinuitymay be only a few cycles("cycle-slips™) due
to alow signal-to-noiseatio, or it may be thousandsf cycles, as can occur when the
satellite is obstructed at the receiver site. Initial processing of phase ofitm jgserformed
using time differencesof doubly differencedphase(“triple differences”,or "Doppler"
observations) in order to obtain a preliminary estimate of station or quart@anetersn the
presence of cyclslips. The GAMIT softwareusestriple differencesin editing but not in
parameteestimation. Rather,it allows estimationof extrafree biasparametersvhenever
the automatic editor has flagged an epoch as a possible cycle slip or, in the popgciin
mode,wheneverthereis a gapin the data. Variousalgorithmsto detectand repair cycle
slips are described Biewitt [1990], and also in Chapter 6 of this document.

Although phasevariations of the satellite and receiver oscillators effectively cancel in
doubly differenced observations, errors in time of the observationsasrecordedby the
receiver clocks, do not. However, the pseudo-rangemeasurementsiogether with
reasonable a priori knowledge thie stationcoordinatesand satelliteposition, canbe used
to determine the offset of the station clock to within a microsecmetjuatdo keeperrors
in the doubly differenced phase observations below 1 mm.

Generalbackgroundand an error analysisfor the carrier-beatphaseobservablemay be
found in Chapter 5 dfing et al. [1985] and Chapter 2 d¢feigl [1991].

2.2 Dual-Band Processing

A major sourceof error in single-frequencyGPS measurements the variable delay
introducedby the ionosphere. For day-timeobservationgiearsolar maximumthis effect
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Chapter 2 3

canexceedseveralparts per million of the baselinelength. Fortunately,the ionospheric
delay is dispersive and can be reduced to a millimeter or less (at mid-latitudesying a
particular linear combination (LC, sometimescalled L3) of the L1 and L2 phase
measurements:

(pLC = 2.546 QL1 — 1.984 (0|_2

(See,e.g., Bender and Larden [1985], Bock et al. [1986], or Dong and Bock [1989])

FormingLC, however, magnifiesthe effect of other error sources. On short baselines
where the ionospheric errors cancel in between-station (shiffiedencing,it is preferable
to treat L1 and L2 as two independent observables, rather than folimetire&eombination.
For baselines longer than a few kilometers, on the other banghich ionosphericerrors
are uncorrelatedjt is preferableto form LC and completelyeliminate the effects of the

ionosphere. In the generalcase, the optimal choice of dual-bandobservablemust lie

somewherdetweenthesetwo extremeqBock et al., 1986; Schaffrin and Bock, 1988].

That is, onemustbalancethe amplificationin noiseintroducedby forming LC againstthe

benefitsgainedby eliminatingionosphericeffects. In practice,most networksof extent
greater than a few kilometers are processed using the LC observable.

In examining phase data for cycle slips, it is often useful to plot several combircitibes
L1 and L2 residuals. Single-cycle slips in L1 or L2 will appear as jumps of 2.546&4
cycles, respectively,in LC. Single-cycleslips in both L1 and L2 (a more common
occurrence) appear asmpsof 0.562 cyclesin LC, which, thoughsmaller,may be more
evident than the jumps in L1 and L2 because the ionosphere haslibgeated. If the L2
phase is tracked using codelésshniquesthe carriersignalrecordedby the receiveris at
twice the L2 frequency,leading to half-cycle jumps when it is combined with full-
wavelengthdata. Hence,a jump of a "single" L2 cycle will appearas0.892in LC and
simultaneougumpsin (undoubled)L1 and (doubled)L2 will appearas 1.654 cyclesin
LC. Another useful combination is the difference between L2 dndith both expressed
in distance units:

P = QL2 - 0.779 QL1

sometimes called "LG" because the if2aseis scaledby the "gear"ratio (fo/f1 = 60/77 =
1227.6/1575.42).In the LG phaseall geometricaland other non-dispersivelelays(e.g.,
the tropospherefancel,so that we have a direct measureof the ionosphericvariations.
One-cycleslips in L1 and L2 are of coursedifficult to detectin the LG phasein the
presence of much ionospheric noise since they are equivalent to only 0.221 LG cycles.

If precise (P-code) pseudoranigeavailablefor both GPS frequenciesthena "wide-lane™

(WL) combination of L1, L2, P1, and P2 chaformedwhich is free of both ionospheric
and geometric effects and is simply the difference in the integer ambiguities for L1 and L2:

WL=m-n =@ —@u1 + (P1+P2) (h-f)/(fL+ )
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Chapter 2 4

The WL observablecanbe used to fix cycle slips in one-waydata[Blewitt, 1990] but
should be combinedwith LG and doubly differencedLC to rule out slips of an equal
number of cycles at L1 and L2.

Using wide-laneobservationsaveragedver a satellitepassis the mostefficient approach
to resolving the wide-lanaf - n; ) phaseambiguities(see,e.g. Blewitt, 1989; Dong and

Bock, 1989) though clockumpsandinter-channereceiverbiasescan sometimegroduce
spuriousresults. To provide a checkthe algorithm usedby GAMIT employsboth the

pseudoranges aritle "phasewide-lane"with ionosphericconstraintso resolvethe wide-

lane ambiguitiesBender and Larden, 1985;Dong and Bock, 1989;Feigl et al., 1993].

2.3 Modeling the Satellite Motion

A first requiremenbf any GPS geodeticexperimentis an accuratemodelof the satellites’
motion. The (3-dimensional) accuracy of the estimated baseliadraion of its length,
is roughlyequalto the fractionalaccuracyof the orbital ephemeridesisedin the analysis.
The accuracyof the BroadcastEphemeridescomputedregularly by the Departmentof
Defenseusing pseudorangeneasurementfrom 5 stationsis typically 5-10 partsin 107
(10-20 m), well within the design specificationsfor the GPS systembut not accurate
enough for the study of crustdéformation. By using phasemeasurementsom a global
network of over 50 stations,however,the International GPS Servicefor Geodynamics
(IGS) [Beutler et al., 1994a], is able to determine the satellitestion with an accuracyof
2-10partsin 10° (5-20cm). For GPSsurveysprior to about1991, the global tracking
networkwas much smaller but can still be usedto achieveaccurateresultsfor regional
surveys. If we include iour analysisobservationsrom widely separatesgtationswhose
coordinatesare well known (from VLBI, SLR, or global GPS measurements)the
fractional accuracyof the baselinesformed by these stationsis transferredthrough the
orbits to the baselinef a regional network. For example,a 10 mm uncertaintyin the
relative position of sites2500km apartintroducesan (approximateuncertaintyof only 1
mm in the components @250 km baseline. This schemecanbe usedsuccessfullyeven
with regional fiducial sites, transferrinfpr example the relative accuracyof 250-500km
baselines to a network less than 100 km in extent.

The motion of a satellite can be described,n general,by a setof six initial conditions
(Cartesianposition and velocity, or osculating Keplerian elements,for example)and a
model for the forcesacting on the satellite over the span of its trajectory. To model
accuratelythe motion, we requireknowledgeof the accelerationnducedby gravitational
attraction ofthe sun, moon, and higherordertermsin the Earth'sgravity field, andsome
meansto accountfor the action of non-gravitationalforces due, for example,to solar
radiation pressureand gas emission by the spacecraft'sbatteriesand attitude-control
system. For GPS satellitesnon-gravitationalforces are the most difficult to model and
have been the source of considerable researehthe past15 years(seeColombo [1986]
Lichten and Bertiger [1989], Beutler et al. [1994b] for more discussion).
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In principle, a trajectorycan be generateckitherby analyticalexpression®r by numerical
integrationof the equationsof motion;in practice,numericalintegrationis almostalways
used, for both accuracy and convenience. The position of the sag#ifenction of time

is then read from a table (ephemeris) generated by the numerical integidimeaquations
of motion and numerical integrator used by GAMIT were adaptedfrom the Planetary
EphemerisProgram, developedoriginally at MIT's Lincoln Laboratory. A detailed
description of the equations and algorithms may be fourbin{1972].

In modelingthe phaseand pseudorangebservationsywe musttakeinto accountnot only
the motion of the centerof massof the satellite but also meter-leveloffsets betweenthe
center of mass and the phase-center of the transmitting anfBneseoffset are negligible
for regional networks but can introduce centimeter-level errors for baselines appraaching
Earth radius. Also importaratre temporaryphaseexcursionsof severaldecimeterdasting
up to a half-hour during the maneuvershe satellitesexecuteto keep their solar panels
facing the Sun whenthe orbital planeis nearlyalignedwith the Earth-Sundirection. For
the satellites in each orbital plane, this alignment occurseleeralweekstwice a year, the
so-called "eclipse season”. Yoaz Bar-Severati@aguesat JPL havespentconsiderable
effort developing models of the satellites' orientation, eveaoiot of making the behavior
more predictableby getting DoD to apply a small bias aboutthe yaw axis—a changethat
was implementedyradually betweenJune, 1994, and November,1995. SeeBar-Sever
[1996] for a complete discussion.

2.4 Edtimation by Least Squares

GAMIT incorporates a weighted least squares algorithm to estimatelditige positionsof

a set of stations, orbital and Earth-rotation parameters, zenith delay)asesmbiguities
by fitting to doubly differencedphaseobservations. Since the functional (mathematical)
model relatinghe observationsand parameterss non-linear,the least-squarest for each
session may need to be iterated until convergence, i.e., until the correctiomestimated
station coordinatesand other parametersare negligible. Data can be viewed and edited
interactivelywithout iterationsince CVIEW usesthe pre-fit residuals,partial derivatives,
and parameteradjustmentsto compute and display "predicted" post-fit residuals (see
Section6.5). Automatic editing is more effective near convergence however, since
AUTCLN uses pre-fit residuals.

In currentpractice,the GAMIT solution is not usually useddirectly to obtain the final
estimates of station positions from a surv&ather,we use GAMIT to produceestimates
and an associated covariamoatrix of stationpositionsand (optionally) orbital and Earth-
rotation parameterg"quasi-observations"yhich are then input to GLOBK [Herring,
1997] or othersimilar programsto combinethe datawith thosefrom other networksand
times to estimate positiorad velocities[Feigl et al., 1993;Dong e al., 1997]. In order
not to bias the combination, GAMIT generateghe solution usedby GLOBK with only
loose constraints on the parameters, defining the refefimme only at the GLOBK stage
by imposing constraints on stationordinates. Sincephaseambiguitiesmustbe resolved
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Chapter 2 6

(if possible)in the phaseprocessing,however, GAMIT generatesseveralintermediate
solutions with user-definedconstraintsbefore loosening the constraintsfor its final
solution. These steps are described in detail in Section 5.4.

The mostrigorousway to handlethe phaseambiguitiesis to keepthemfree for an initial
combinationof all of the datato be usedin the study, and then use the estimated
uncertaintie§appropriatelyscaled)of station coordinatesand possibly orbital parameters
from the combinationas constraintsin an iterationin which the GAMIT processingis
repeated. In practice, however, it is often possible to avoid the iteration by appliiag in
initial solution sufficiently tight, but statistically conservative constraints on coordiaates
orbital parametersand using conservativecriteria for assigningthe phaseambiguitiesto
integervalues. Theseissuesarediscussedn Dong and Bock [1989] and Blewitt [1989]
and Chapter 5 of this manual.
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3. File Structure and Naming Conventions
3.1 Introduction

Before running GAMIT it is necessary to understand its file naming conventions. All the
program modul es adhere to specific conventions for the naming of files for a particular
experiment. This assures a unique definition of each experiment, facilitates datafile
management, and allows for ease of interactive processing and troubleshooting. There are
four types of files:

1) site-occupation-specific
2) solution-specific

3) experiment-specific

4) global

Each file is distinguished either by itsfirst character (types 1 and 2) or a unique name (type
3). Type 1 filesare named using 4-character station codes and the day of the observations.
Type 2 and 3 files have an experiment (survey) or solution name, chosen by the analyst,
embedded within the file name. Type 4 files have specific names that are hard-wired in the
software (though these names are often elaborated using links). These naming conventions
allow the software to perform the bookkeeping necessary to process large quantities of
data.

The remaining sections of this chapter describe the contents and format of the files of each
type, and how thefileis created and used by the software. A summary of all the file names
isalso given in Appendix 1, and templates for user-created files may be found in the
gamit/example directory that accompanies the software distribution . Although file names
will sometimes be shown in upper-case for clarity, lower-case is the preferred standard for
UNIX operating systems.

3.2 Ste-occupation-specific Files

X-file: Observation data file containing the L1 and L2 carrier beat phases and
pseudo-ranges, signal amplitudes, initial station coordinates and antenna
offsets, start and stop times, and the identification of the satellites
tracked in each receiver channel.

Format . xStey.day

Example : xvndn7.002. This X-file has been created by program MAKEX from
the data recorded at station VNDN (Vandenberg) on day 2 of 1987.

Notes . X-file names correspond directly to four-letter station codes used in the
L- and throughout the software. The X-file names that appear in the D-
file (see below) define all subsequent site-specific names.

Type . ASCII

Created by : MAKEX, utilities CTOX, XTOX, XUP

Inputto : MODEL, and optionally MAKEK, BCTOT, FIXDRV, and CVIEW
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C-file

Format
Example
Notes

Type
Output of
Input to

E-file

Format
Example
Notes
Type
Output of
Input to

K-file

Format
Example
Notes

Type
Output of
Input to
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Primary file for data analysis, created by MODEL from an X-file and
used asinput to AUTCLN, SINCLN, DBLCLN, CVIEW, and SOLVE;
contains observations (O's), prefit residuals (O-C's, observed-
computed values), partial derivatives, and auxiliary information.

csitey.day

cvndn7.002

Direct correspondence to X-files but binary and with partials. Once the
data on the C-files have been cleaned, program CTOX isrun to make
clean X-filesfor further processing.

Binary

MODEL, AUTCLN, SINCLN, DBLCLN, CVIEW

AUTCLN, SINCLN, DBLCLN, SCAN, CVIEW, SOLVE

Broadcast Ephemeris datain either RINEX or FICA format. Itisused
by BCTOT to create an initial G-file and/or a T-file from the broadcast
ephemeris parameters, and by MAKEJ and MAKEK to generate satellite
and receiver clock files.

eSitey.day or sitedayn.yyn

evndn7.002 or vndn0020.87n

The parameters and format of the E-file are described in Appendix 4.
ASCII

RINEX trandators or utility FICACHOP

BCTOT, MAKEJ, MAKEK

Recelver clock data computed by MAKEX or MAKEK using nominal
site coordinates, broadcast ephemeris, and pseudo-range. It isused by
FIXDRYV to estimate the coefficients of alinear or cubic polynomial
model for clock behavior during the session.

ksitey.day

kvndn7.002

The parameters and format of the station-specific K-file are described in
4.9. For receivers which do not record the broadcast ephemeris, there
isasession - specific K-file of different format; thisfileis described in
Section 9.4.

ASCII

MAKEX, MAKEK

FIXDRV and utilities CALCK and PLOTK.
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P-file

Format
Example
Notes
Type
Output of

V-file

Format
Example
Notes
Type
Output of

W-file

Format
Example
Notes

Created by :
Input to

Z-file

Format
Example
Notes

Created by :

Input to
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<P>rint filefor aMODEL run - provides arecord of the run.

pSitey.day

pvndn7.002

Direct correspondence to X- and C-files
ASCII

MODEL

Print file for a SINCLN run - contains a record of the editing
performed.

vSitey.day

vvndn7.002

Direct correspondence to C-file
ASCII

MODEL

<W>esather file - contains meteorological data for modeling the effect of
tropospheric refraction on the satellite signals.

wsitey.day

wvndn7.002

Thisfileisoptional and is described in Section 9.5. If not available,
default meteorological data are used.

User

MODEL

Water Vapor Radiometer (WVR) file - contains WVR datafor modeling
the effects of wet tropospheric delay on the satellite signals.

zSitey.day

zvndn7.002

Thisfileisoptional and is described in Section 9.5.
User

FIXDRV, MODEL
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3.3 Solution-specific Files

These files are specific to a particular experiment and should be unique with regardsto all
other experiments in order to facilitate efficient data management.

D-file

Format

Example
Notes

Type

Created by :

Input to

FIXDRYV file - defines the number of sessions in each experiment, the

number of receivers per session, the coordinate (L-) file, the ephemeris
(T-), station-clock (I-), satellite-clock (J), and datafiles (X- or C-) per
session, and the order in which the sessions should be processed.

dxxxxy.day where xxxx isthe solution name. The rest of the filename
isarbitrary but FIXDRV looks at the sixth character to set up the default
value of the year. The three characters of the extent may be the
beginning day of the experiment, but this is not necessary.

dcalf7.002

The D-fileisthe primary input fileto FIXDRV. Assuch, its name
defines all subsequent experiment-specific files. The user can identify
the experiment name in any manner. Prior to executing FIXDRV, the
user creates the D-file, using program MAKEXP or manually. See
Section 5.2.

ASCII

MAKEXP or user

FIXDRV

Session Control Table: Input control file for FIXDRV, specifying the type of analysis and

Format
Notes:

Type

Created by :.

Input to

the a priori measurement errors and satellite constraints. See Section
5.2.

sestbl .

The file name is hard-wired, but links may be used to define different
versions of the table.

ASCII

User from template

FIXDRV

Site Control Table: Input control file for FIXDRV, specifying for each site the clock and

Format
Notes:

Type

Created by ©

Input to

atmospheric model to be used, and the a priori coordinate constraints.
See Section 5.2

sittbl.

The file name is hard-wired, but links may be used to define different
versions of thetable.

ASCII

User from template

FIXDRV
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AUTCLN (detailed) output file: Complete record of the editing process; can beignored and

Format
Type

Created by :.

deleted if the solution completed successfully. See sections 6.2 and 7.6.
autcln.out

ASCII

AUTCLN

AUTCLN summary file: Summary of editing; useful for evaluating results. See sections

Format
Type

Created by :.

A-file

Format

Type
Output of
Input to

B-file

Format
Example
Notes

Type
Output of

B-file

Format

Examples
Notes

Type
Output of
Input to

6.2 and 7.6.

autcin.pref.sum Or autcln.post.sum
ASCII

AUTCLN

ASCII version of the T-file, optionally generated for scrutiny by the
analysis or for export.

axxxxy.day
ASCII
TTOASC
None

Primary <B>atch file - controls the batch (automatic) mode of data
processing.

bxxxxx.bat where xxxxx are the first five characters of the D-file name.
bcalf7.bat

The primary B-file contains a sequence of secondary B-files which
execute in an order prescribed by FIXDRYV the individual modules of
the software. Its name corresponds to that of the D-file.

ASCII

FIXDRV

Secondary <B>atch file - controls the execution of one program
module.

bxxoox.nnn where xxxxx are the first five characters of the D-file name
and nnn is the sequence number of the batch file.

bcalf7.001, bcalf7.015

Each secondary batch files contains the input stream for one execution
of aprogram module. For example, the first line of bcalf7.bat might be
arc <bcalf7.001 . That is, the program module ARC will receive its
instructions from bcalf7.001 .

ASCII

FIXDRV

.: ARC, MODEL, CFMRG, SOLVE, DBLCLN
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G-file

Format
Example
Notes

Type
Output of
Input to

H-file

Format
Example
Type
Output of
Input to

I-file

Format
Example
Notes
Type
Output of
Input to
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A file of orbital initial conditions for all satellites on the T-file.

gXxXxxy.day
gcalf7.002

The G-file contains initial conditions and nongravitational force
parameters for each GPS satellite at a particular UTC epoch. The G-file
initial conditions serve as starting points for a numerical integration of
the satellite orbits and the generation of a T-file. The name of the G-file
isarbitrary but would normally include the day and year of theinitial
conditions as in the example above (day 002, 1987); in any case it
should match the name of the corresponding T-file. The filename of the
G-file created by SOLVE is the same except that the 6th character is
incremented by one letter. The format of the G-fileis described in
Section 4.10

ASCII

BCTOT, TTOG, SOLVE

ARC, SOLVE

Covariance matrix and parameter adjustments for solution generated
with loose constraints, used as input to GLOBK.

hxxxxy.day

hcalf7.002

ASCII

SOLVE

HTOH, HTOGLB, HTOSNX

<I>itefile - contains a site by site, session by session record of the
station clock offset, rate, and acceleration, used optionally by MODEL.

IXOOOK. XXX

icalf 7.002

The I-file name is specified in the D-file.
ASCII

MAKEI, FIXDRV, SOLVE

MODEL, SOLVE
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JHile

Format
Example
Notes

Type

Created by :.

Input to

M-file

Format
Example
Notes

Type
Output of
Input to

N-file

Format
Example
Notes

Type
Output of
Input to
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Satellite clock parameters transmitted by the satellites and recorded by
the receivers.

Xxxxy.day

jcalf7.002

Thisfileisused by MODEL to compute the receiver clock corrections
epoch-by-epoch, and also to correct the modeled phase for large satellite
clock drifts (e.g., under SA conditions) when observations are not
recorded simultaneoudly at all sites.

ASCII

MAKEJ

MODEL

<M>ergefile - sets up the data and parameters for the | east-squares
anaysisin SOLVE.

mXxxx1.day, mxxxxa.day

mcalf1.002, mcalfa.002

The M-file name is derived from the D-file name. Theinitial M-fileis
created by CFMRG (using a FIXDRV -written batch file) to set up the
initial SOLVE, SINCLN, DBLCLN, or CVIEW run. After estimating
adjustments to the parameters, SOLVE writes a new M-file with the
same name and with the adjustments included. In the usual processing
sequence generated by FIXDRV, the 6th character of the M-file name
for the "quick” solution is"1", and for standard solutions"a". If there
are multiple solutions of a given type, the M-fileis overwritten (re-
created by CFMRG) each time.

Binary

CFMRG

SOLVE, SINCLN, DBLCLN, SCAN, CVIEW

<N>oise file contains station-specific, elevation-dependent values used
to reweight phase observations in SOLVE after postfit editing by
AUTCLN.

nXXxXx1.day nxxxxa.day

ncalf1.002, ncalfa.002

Thefile has the structure of the er r or nodel : section of the SOLVE
batch file. SOLVE readsit to overrides the batch-file input.

ASCII

Shell-script sh_sigelv

SOLVE
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O-file

Format
Example
Notes

Type
Output of
Input to

Q-file
Format

Example
Notes

Type
Output of

T-file

Format
Example

Type
Output of
Input to

U-file

Format
Type
Output of
Input to
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Solution output file for a SOLVE run, an abbreviated form of the Q-file
used for plotting, statistics, and input to GPSNET.

oxxxxl.day oxxxxa.day

ocalf1.002, ocalfa.002

Thisfileis designed to be interfaced with a network adjustment program
or the BSL series of programsto calculate statistics. Its useis optional
but strongly recommended for detecting blunders. The name of the O-
file corresponds directly to the Q-file from which it was copied.

ASCII

SOLVE

Network-adjustment, statistics, and plotting programs

Print file for a SOLVE run - contains arecord of the analysis.

gXxXxx1.day, gxxxxa.day

gcalf1.002, qcalfa.002

The Q-file naming conventions areidentical to those of the M-files. For
abatch run, the file gcalf1.002 in our example will be created by the
"quick" solution of SOLVE (see Chapter 5), qcalfa.002 by the "regular”
solution. Asfor M-files, multiple passes through SOLVE (to iterate
parameter estimates or editing) will cause the Q-files from the previous
iteration to be overwritten.

ASCII

SOLVE

<T>abular ephemerisfile for all satellitesin a session or series of
sessions - contains satellite state vectors at equally-spaced intervals
(default 15 minutes for ARC) for later interpolationin MODEL. The
name should match that of the G-file.

tXXXXy.day

tcalf7.002, this T-file is associated with a G-file with initial conditions
on day 002 of 1987

Binary

ARC, BCTOT, NGSTOT, sh_bctot, sh_sp3fit

FIXDRV, MODEL, TTONGS, TTOASC

Ocean tide components for all stations in the session, created by
OCTTAB from aglobal file of station components ( stations.oct) or a
grid of components by latitude and longitude (grid.oct).

UXxxxy.day
ASCII
OCTTAB
MODEL
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V-file (1) : Print filefor DBLCLN - contains arecord of the editing performed.
Format . vdblcln.out
Type . ASCII
V-file (2) : Print filefor SCANM (one of two filesfor SCANRMS -contains a
summary of rms values and jumps for each double-difference
combination.
Format . VXXXX1.day.sort , vxxxa.day.sort, vxxxx1.day.worst , vXxxxa.day.wor st
Type : ASCII
Y -files . <Y>aw files, of two types. An ASCII version (6th character islast digit

of year) giving times of eclipses and yaw rates for each satellite
observed during the session is written by ARC from information in the
global file svnav.dat and computed eclipse information. A binary
version (6th character is t') giving the angle of departure from nominal
yaw at the epochs of the observations in the session is written by
YAWTAB, using the T-file and ASCII y-file as input for the
computations. Both of these files are discussed in Section 7.2

Format D yXXXXy.day
Example : ypgga5.267
Type : ASCII
Outputof : ARC
Inputto : YAWTAB
Format D yXXXXy.day
Example : ypggat.267
Type . Binary
Output of : YAWTAB
Inputto : MODEL
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3.4 Experiment-specific Files

These files contain information collected for a particular experiment, such as antenna
heights and time-dependent site coordinates.

Session information or scenario file: Satellites and times to be processed (Section 4.5).

Format . session.info (formerly makex.sceno)
Type : ASCII

Created by :  User or MAKEXP

Inputto : MAKEX, FIXDRV

Station information file : Receiver, antenna, and occupation-time information for each session

(see Section 4.3)

Format . station.info

Notes . Prepared from site logs (replaces files hi.raw and sited., no longer used)

Type : ASCII

Created by :  User, or HI2STNFO from hi.raw

Inputto  : MAKEX, FIXDRV, MODEL

L-file . Station coordinate file - contains alist of the best available coordinates

of the sites occupied during a particular experiment (see Section 4.2).

Format : Ixxxxx.day in the working directory, where xxxx is the solution name
from the D-file name.

Example : Isv4x7.002

Notes . TheL-file stores thea priori coordinates for a particular date, determined

by reading afile of positions and velocities from, e.g., VLBI, SLR, or a
global GPS analysis. An updated L-fileiswritten by SOLVE.

Type : ASCII

Created by : User, GLBTOL, SVTOL, SOLVE

Input to . MAKEX, MAKEK, FIXDRV, MODEL

Site description file : Antenna phase center offsets to be applied to the site coordinates.
(Supplanted by station.info but still usable if the latter does not exist.)

Format . sited. in the working directory; in general, expmt.makex.sited.
Example : trex18.makex.sited

Type : ASCII

Created by : HI

Inputto : MAKEX, FIXDRV, MODEL
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3.5 Globhal Files

These files are global in the sense that they can be used for many experiments over the time
interval for which they are valid (usualy for at least ayear). The name of the files must be
exactly specified asindicated below. There must be a copy of these files (or alink of the
same name) in each working directory.

gdetic.dat: Table of parameters of geodetic datums
Format gdetic.dat
Notes The format of thisfileis described in Section 9.8. It can be augmented
at any time to include additional datums.
Type : ASCII
Created by : User
Inputto  : FIXDRV, MODEL, SOLVE
svnav.dat Table giving NAVSTAR numbers, block number (I or I1), spacecraft
mass, and yaw parameters for each GPS satellite (listed by PRN
number)
Format svnav.dat
Notes See Section 9.8
Type : ASCII
Created by : User
Input to . MAKEX, ARC, MODEL
antmod.dat Table of antenna phase center offsets and, optionally, variations as a
function of elevation and azimuth.
Format antmod.dat
Notes See Section 4.3, 5.2 and Appendix 7
Type : ASCII
Createdby : MIT
Inputto : MODEL
rcvant.dat Table of correspondences between GAMIT 6-character codes and the
full (20-character) names of receivers and antennas used in RINEX and
SINEX files.
Format rcvant.dat
Notes See Section 4.3 and Appendix 7
Type : ASCII
Created by : MIT, SIO, or user from IGS standards
Inputto : MODEL (eventually XTORX and HTOSNX)
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Format
Notes

Type

Input to

pole.

Format
Notes

Type

Input to

leap.sec

Format
Notes

Type

Input to

nutabl.

Format
Notes

Type

Input to

Created by :

Created by :

Created by :

Created by
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UT1 table - contains TAI-UT1 valuesin tabular form.for interpolation in
MODEL and ARC, and BCTOT

utl. in the working directory; utl.iers, e.g., in the tables directory
Should be updated regularly. See Section 9.8.

ASCII

SIO, MIT, or user from, e.g., IERS, USNO

FIXDRV, MODEL, ARC, BCTOT, NGSTOT, TTONGS

Pole table - contains polar motion values in tabular form for
interpolation in MODEL and ARC, and BCTOT

pole. in the working directory; pole.iers, €. g., in the tables directory
Should be updated regularly. See Section 9.8.

ASCII

MIT, SIO, or user from e.g., IERS, USNO

FIXDRV, MODEL, ARC, BCTOT, NGSTOT, TTONGS

Table of jumps (leap seconds) in TAI-UTC since 1 January 1982.

leap.sec

See Section 9.8.

ASCII

SIO, MIT, or user from, e.g., IERS, USNO notices.
FIXDRV, MODEL, ARC, BCTOT, NGSTOT, TTONGS

Nutation table - contains nutation parameters in tabular form for
interpolation in MODEL, ARC, and BCTOT

nutabl. in the working directory; nutabl.91, e.g., in the tables directory
See Section 9.8.

ASCII

MIT

MODEL, ARC, BCTOT, NGSTOT, TTONGS

11 October 2000



luntab .
Format
Notes
Type

Input to

soltab .
Format
Notes

See Section 9.7.
Type

Created by :

Input to

stations.oct .

Type
Format

Created by :

Input to

grid.oct .

Type
Format

Created by :.

Input to

Created by :.
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Lunar tabular ephemeris

luntab. in the working directory; Iuntab.95.J2000 , €. g., inthe tables
directory

Inertial reference frame (B1950 or J2000) must batch input controls.
Linked by links.com or links.tables. See Section 9.8.

ASCII

MIT

ARC

Solar tabular ephemeris

soltab .in the working directory; soltabl.95.J2000 , €. g., inthe tables
directory

Inertial reference frame (B1950 or J2000) must batch input controls.
Linked by links.com or links.tables. See Section 9.7.

ASCII
MIT
ARC

Ocean tide components by stations.

ASCII

stations.oct in both the day and tables directories.
Hans-Georg Scherneck at Onsala Space Observatory
OCTTAB

Ocean tide components by latitude and longitude.

Binary

grid.oct in both the day and tables directories.

DAF2DA from the ASCII ".daf" files created by Hans-Georg Scherneck
at Onsala Space Observatory

OCTTAB
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4. Creating Data Input Files
4.1 Introduction and file organization

Thefirst, andin manyways mostdifficult stepin analyzingGPS data,is organizingthe

data, both field notes and receiver output, in such a way that it can be heffidiedtly by

the processing programst is during this procesghat you mustmaketentativedecisions
abouthow manydaysto analyze,what stationsshould be included and over what time

span, and how frequently to sample the data. In short, this is the time to startéaking
notes and to plan your analysis strategy. Thasothe time whenyou discoverthatyou

aremissinglog sheetsdatafiles, or a priori coordinatesfor particular stations,and you

must send frantic e-mail to fill in the holes.

The main GAMIT modules(beginningwith FIXDRV, ARC, and MODEL) require seven
types of input:

* Raw phase and pseudo-range data irfdha of ASCII X-files (onefor eachstation
within each session)

« Station coordinates in the form of an L-file

* Receiver and antenna information for each site {fl®n.info)

« Satellite list and scenario (fikession.info)

« Initial conditions for the satellites' orbits in a G-file (or a tabulated ephemeris in a T-file)
 Satellite and station clock values (I-, J-, and K-files)

 Control files for the analysisdstbl. andsittbl.)

 "Standard"tablesto provide lunar/solarephemeridesthe Earth'srotation, geodetic
datums, and spacecraft and instrumentation information (see below).

The X-files arethe key organizationaktructurebecausell X-files for a given sessionare
written with the samestart and stop times, selectionof satellites,and samplinginterval.
This imposedrigidity has certainadvantages. The primary one is that the processof
creating the X-files (program MAKEX) acts as a filteatchingmostof the problemswith
missing or invalid data, mismatchedime tags, and poorly behavedreceiverclocks that
would cause greater loss of time if discovered later.

The first stepis to createworking directoriesfor the processing. The recommended
organization (and the one usedshygamit) is a "survey" or continuousnetwork directory

(e.g.,emed9s, scec99, scign99) underwhich you will have"day" directoriesfor eachday

or session (e.g312 for day 312). Parallel tthe day directoriesare directoriescontaining
the RINEX files (e.g./rinex ), orbit files (.e.g/brdc for navigation files andgs for IGS

SP3files), andthe GAMIT tablesrelevantto the survey( /tables ). (The directoriesfor

GLOBK processing of the survemsoln and/gibf, can also go at this level.)
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You begin the pre-processing by creating links within the day directahe tatafiles and
tablesnecessaryto setup the batch processing. The first stepis to createlinks to the
GAMIT global files: geodetic datumsdetic.dat), lunar and solaephemeridegluntab. and
soltab.), nutations(nuttab.), Earth rotation (ut1. and pole.), oceantides (stations.oct and
grid.oct), leap seconds(leap.sec), and spacecraftreceiver, and antennacharacteristics
(svnav.dat, antmod.dat, rcvant.dat). Thisis usuallyaccomplishedn two steps. First, in
the itables directory, executescriptlinks.tables, which will createlinks for the global files
to ~/ggitables. Then from each day directory you exedtuite.day, which will createlinks
for global files and survey-specific filés ../tables. Links.daywill alsocreatelinks from
the day directory to ../tables for the six control and survey-specificfiles neededby
GAMIT: station.info, session.info, .sestbl., sittbl., autcln.cmd. andlfile. Hence,you can
keep a single copy of these files/tables, avoidingthe possibility of processinglifferent
sessionswith differentinput controls. If you aresimply performing a test with a single
day's data,you executelinks.comto link tablesdirectly to ~/gg/tables and copy all the
otherfiles into the day directory. The link scripts, like all the scriptsin /com are self-
documenting—simply type the name with no arguments to see the proper syntax.

We describethe linking of the RINEX files in Section 4.5, preparationof the L-file,
station.info, andsession.info Sections4.2—4.4, and the control files for FIXDRV (sestbl.
andsittbl.) in Chapter5. The navigationfile is simply a RINEX "n" file, namedeither
aaaannnn.YYn Or eaaaY.DDD and shouldbe linked or copiedinto the day directory from the
Irinex Of /brdc directory or directly from an IGS Data Center.

4.2 Preparing the coordinate (L-) file

The L-file containsthe coordinatesf all the stationsto be usedin the experiment. Only
geocentric (spherical) coordinates are supported, in the following format:

VLBl FIDUJALS @.B223 (1987.0) + TIES QONVERTED TO Sv4
Geated by nhm 10/ 1/ 90

END

FTCR FCORT7266 N36 29  8.22850 W21 46 23.7842 6370574. 9754  noam 1990. 238
O\NSA ONSAGPS No7 13 13.29164 E11 55 31.84348 6363045. 6176  eura 1990. 238
O/RO OROr'114 N37 2 50.52769 118 17 37.65749 6371527. 9644  noam 1990. 238

You may include as many commeimes asyou wish, terminatecby "END". The format
IS (A12,5X AL, 12,1X 12,1X F8.5,1X AL, 13,1X 12, 1X F8.5,F12.3). The plate name and
reference epoch at the end of each line are comments anslettity the program. Within
each day directory, the usual name of the L-file is the sestlee D-file exceptfor the first
character(i.e.lprojy.ddd) , with a link providedto an experiment-wideL-file (ifile.) in
../tables.

The L-file is usually created by program GAPR_TO_L frat@LOBK apr file, which has
Cartesian coordinates and velocities in free format:
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* EPHEMER' S | NFCRVATI ON FROM | TRF97_@PS. S\NX

M LL GPS 4849833. 7942 -335049.1753 4116014.8279 -0.0071 0.0187 0.0110 1997. 291
4849202. 4770 -360329. 1322 4114913. 0865 -0.0069 0.0197 0.0121 1996. 222
2587384. 4941 -1043033.5012 5716563. 9714 -0. 0201 -0.0035 0.0083 1997. 299
FORT_@PS 4985386. 6406 -3954998. 5817 -428426.5071 -0.0006 -0.0047 0.0098 1996. 497

2
35

Note that the first columnmustbe blank (exceptfor comments). For GAMIT purposes,
you may setthe velocitiesto 0. and omit the date. Thereis anaprfile containingprecise
coordinates for all of the IGS stations/iemplates/itrf97.apr.

The syntax is
gapr_to_| <globk.apr> <lfile> <full names> <date>

where<globk.apr> is the name of the input GLOB&priori file,
<lfile> is the name of the output -L-file
<full names> iS the name of a file which gives the full site name for each of the
GAMIT four character site codes. You can usually omit this file by

substituting using double quotes (" ) since the full site name for

GAMIT is taken from file station.info, not the L-file

< date >is the date to which the L-file coordinates should by referred. The

date may be specified in one of three ways:
(1) If a single value is given, then decimal years is assumed,
(2) If two values are given, they are assumed to be year and day of yea
(3) If three values are given, they are assumed to be year, month, day.

(NOTE: The program wilbnly pick up sites withcpsin the site nameThis conventionis
used inthe GLOBK .apr files in orderto distinguishVLBI and GPSsites. In translating
GAMIT h-files to GLOBK binary files, HTOGLB automaticallyaddsthe _cps to the
GAMIT site codes.)

You canobtaincoordinatedor new stationsin your network using the script sh_rx2apr,
which invokes programsSVPOS and SVDIFF to perform a an iterative pseudorange
solution from RINEX files:

sh_rx2apr -site <site> -nav <nav> -ref <ref> -apr <apr> -chi <val>"

wheressite> is the name of the RINEX file for the&ationfor which you needcoordinates,
<nav> is a RINEX navigation filesref> is the nameof a RINEX file for a known station
(preferablybut not necessarilycloseby), <apr> is the nameof an apr file containingthe
coordinatesof the referencestation,and <val> is the chi-squarevalue below which the
SVPOS (point-position)solution is consideredconverged. The SVDIFF step may be
skipped by entering only theite> and<nav> files. Note thathe <site> file mustbe within
or linked in the currentdirectory (no pathnameallowed). The outputsof sh_rx2apr are
both a GAMIT L-file (default nameifile.<site>) anda GLOBK apiriori file (<site>.apr),
which you can append to existing files_gamit does this automatically; see Chapter 10).
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It behooves you texertsomeeffort to getgooda priori coordinatedor processing. The
first consideration is to generate pre-fit residuals suffidi@nAUTCLN to performrobust
editing of the data. Fdhis purpose,errorsup to 10 m will usuallyallow enoughdatato
pass through to allow a decimeter-level solution that catefzed;errorsup to 1 m allow
goodediting. The secondconsiderations linearity of the least-squareadjustment. The
convergence ratfor stationcoordinatess (conservatively)1/1000,s0 1 m errorsin thea
apriori valuescontributeno morethan1 mm error to the final value. The most exacting
requirements the coordinatesusedfor the fiducial stations,which if constrainedn the
final solution define the reference frame of the network. If you are @&i@BK for your
final solution, then the first two of thesequirementgediting and linearity) shouldbe met
in the GAMIT L-file, andthe lasttwo (linearity andfiducial coordinatesshouldbe metin
the GLOBK a priori ( .apr) stationfile. GLOBK apr files of ITRF coordinatescan be
obtained fromupdatesi/tables in the MIT ftp directory.

4.3 Creating the station information file

All of the receiverand antennainformation specific to a particular site occupationis
recordedn file station.info, which is readby MAKEXP, MAKEX, and MODEL. The
values entered correspond to a single occupation, of either one day or a series dhdays.
format oOfstation.info is shown below:

chin pgga

(A A4, IX A4, 1X A8, F6. 3, 2(1X F6. 3), 1X A6, 1X A6, 1X AB, IX 5.2, 1X 14,1X 13,2X 11, 6(1X 1 2))
TRKSTESnnae At H At N At E Rvr AitGd HQd Vers Y Doy SN Sart Sop
#

# 1G5 and related stations used in regional anal ysi s

TAWTAWTaivan 1.719 0.000 0.000 TRVBST TRMBST S TGQ® 4.53 1991 22 0 00 00 00 00 00 00
TAWTAWTaivan 1.768 0.000 0.000 RIGENR ROGACA CHBCR 2.31 1992 117 0 00 00 00 00 00 00
WD WBD Wsuda  0.000 0.000 0.000 ROGH\R ROGENROHPAB 7.00 1992 303 0 00 00 00 24 00 00
WD WBLD buda  0.000 0.000 0.000 ROGE\R ROGENR OHPAB 7.30 1993 021 0 00 00 00 24 00 00

#
# Regional stations

BH33 BH3 Lijiang 1.027 0.000 0.000 TRVBST TRMST SB® 4.64 1993 161 101 O 0 10 30 00
BClL BC1 Myjiang 1.237 0.000 0.000 TRVBST TRVMBST S B3 4.64 1993 169 1 01 00 00 03 30 00
BCL BC1 Mjiang 1.377 0.000 0.000 TRVBST TRVBST S B& 4.64 1993 169 1 04 00 00 05 30 00
THZ1 THZL Xichang 1.405 0.000 0.000 TRVEST TRWBST S B3 4.64 1993 116 1 20 00 00 24 00 00
THZL THZL Xichang 1.405 0.000 0.000 TRVBST TRVMBST S B3 4.64 1993 117 1 00 00 00 02 00 00
THZL THZL Xichang 1.210 0.000 0.000 TRVEST TRWBST S B3 4.64 1993 117 1 02 30 00 08 00 00

The two 4-charactestringson the first line specify respectivelythe experimentnameand
orbit (G- or T-) file namesto be usedby MAKEXP (seeSection4.5) in settingup the
processinglirectory. The secondine is a Fortran-readablérmat for the station entries
beginningon line 4. The third line is commentbut is requiredfor properreadingof the
file. After this line, any line with a non-blank first character is treated as a commehée In
stationentries,thefirst two columnsare redundantfor static surveyingbut describethe
receiver trackirRoK) and monument occupatida Te) for kinematicor dynamicsurveying.
The 16-charactestationname(squeezedo 8 charactersn the examplein orderto getthe
entire line on the page) will be written on the X-file and used througbdMIT whenever
full names are printed. The antenna height, given in meters, refers to the meetanee
(vertical orslant) betweenthe monumentanda physicalpoint on the antennaspecifiedby
the 5-character keyword undeént Cod, as described below. That NandAnt E values
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refer to the offsets of the center of the antenna fft@monument. The station.info values
are added to the coordinatesof the monumentin computing the antennaphase-center
position.

For static surveying, the appropriate entrgtéfion.info is selectedoy matchingthe station
id (TRCK), theyear(Yr) , day-of-year(Doy), andthe st art andst op timesin station.info
with the station and time requestedoy MAKEX or MODEL. You must observethe
following rules:

1) If the startandstoptimesareO0 0 O 0 0 Oor0 O O 24 0 O, theantenna
information entered for a day witle usedthroughoutthe day andfor all daysfollowing
until a later entry is encounteredn the table. Thus, in the example the initial entry for
TAI Wis valid from Oh UTC on day 22 of 1991 until Oh UTC on day 117 of 1992.

2) If the start and stop times are any other values, the information is valigitdmly
the listed times. The exampleshows for the regional stations five specific cases.
Li j i ang is the simplest, with a single set of values used &ingle session,0100-1030
on day 161.Mj i ang was observed on day 169 with twiferent antennasetups,to be
combinedinto a single sessionfor processing. Finally, Xi chang was observedin two
sessions, the first of which crosses a day boundary. Since the epoch emoeallbov
for a different day number to be entered forstetand stoptimes (a deficiencywe will
eventually correct), you must make two entfi@sthe first session. The starttime for a
stationmust be at or before the beginning of its X-file as specified by session.info, not
the setup time listed on the log sheet (the program does not look withthe X-file to note
that the actual beginningof tracking was later in the session). Note that the session
number currently has no meaning in the contexta@én.info entries.

3) Multiple entries for a stationeednot be contiguousbut mustbe in chronological
order (Release9.44 will detectthis for you, but earlier releaseswill pick up without
warning the last entry before one later than the date of your session).

4) After the first twolines, any entry with a non-blankcharactein columnone will
be treated as a comment, allowing you to document the history of a tracker or experiment.

Besides documenting the analysfse receivertype (Rcvr ) andfirmware/softwareversion
(Ver s) are used by MAKEX in filtering theampletime (somereceivershaveoffsetsfrom
the even minute) and determiningwhether a receiver has full- or half-wavelengthL2
observations. Note that the firmware codesusedby GAMIT are numericaland do not
necessarilycorrespondto the manufacturer'sdesignations;for correct processing,the
firmware versiondoesnot alwaysneedto be strictly correctandin somecasess defined
artificially in GAMIT to account for non-standard or erroneous sampling (see Section 4.7).

Most importantamongthe entriesin station.info arethe antennatype and specificationof
how theheight-of-instrumen{HI) was measuredn the field sincethis directly affectsthe
estimated heights from the analysighis informationis typedinto station.info in the form
of keywordsand later convertedby GAMIT to L1 and L2 phase-centepffsets. For
example,in the station.info given above,stationBHC3 on day 161 useda Trimble SST
(TRVBST) antennavhoseslant-heightto the bottom of the outeredgeof the ground plane
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(SLBGP) was measured as 1.027 m. For historical reasons, all measurementatertha
reference point (ARP) are specified as DHPAB ("direct height to pre-amp basshown
in the example for IGS statiassuD. Completedescriptionsof all of the antennasllowed
by GAMIT and the modelsusedto computetheir effective phasecentersare given in
Appendix 2. To verify current information for your version of the software, see
subroutineshisub.f andant_alias.f in gamit/lib andrcvant.dat and antmod.dat in gg/tables.

In mostcaseghe entriesin station.infofor a field surveymustbe enteredmanually from

the log sheets, using as a template, @gigbles/station.info. A currentstation.info for all

of the continuous stations processed by SOPAC can be found on the SOPAC watidpage
in updates/tables in the MIT GAMIT/GLOBK ftp directory. If your are processifJNEX

files generatecelsewhereand all of the headerinformation is completely correct, then
sh_gamit will performupdatesof the templatestation.infofor you automatically. If you
want to mergeseveralstation.infofiles createdfor different surveys, you can use the
program MSTINF:

mstinf  -f <infile> -w <outfile> -s <file_list> -I <sites_list>

where <infile> is a referencestation.infofile with definitive inforamtion, <outfile> is the
nameof the mergedoutput station.infofile, <file_list> are the namesof one or more
station.infofiles to be merged,and<sites_list> arethe namesof one or more stationsto
includein the mergedfile. Only the first two argumentsare required. If <sites_list> IS
omitted, then all of the stations in the referencevilé be includedin the outputfile. The
option -u <site_list_file> may be used, where <site_list_file> is a file containingthe
stations to be included (one name per line, with the first column blank).

4.4 Creating a scenariofile

The scenariofile (session.info) containsthe start time, sampling interval, number of
observations, and satellites (PRN #shé&wusedin generatinghe X-files for eachday. It
does not correspondto the time-dependenscenariosused to program some receiver
software, but rather includes all the satellites that you want to useanahgsis—generally
all available from any receiver since you can dedetelliteslater on in the processing. To
find out what satellitesare availableon the raw datafiles, usethe shell scriptsrxscan and
ficascan. An example of &ession.info file is given below:

* session.info: free format, non-blank first colum is coment
*Year Day Sess# Interval #Epochs Start hr/min Satellites

1986 278 1 30 900 14 04 3 6 9 11 12 13
1986 350 1 30 900 8 10 3 6 9 11 12 13
1986 351 1 30 900 8 06 3 6 9 11 12 13
1987 144 1 120 225 22 52 3 6 8 9 11 1213

(Older versions of session.info used a formated rnevdt,the formatin the secondine of
the file. These versions can be read successfulbubgntreleases.) The session.info file
can be specific to a given experimentor contain all of the scenariosused for all the
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experimentsprocessedat your facility. An experiment-specificfile can be generated
automaticallyby programMAXEXP (seebelow) using the input start/stoptime and the
satellites available on the navigation file.

4.5 Using MAKEXP

Once you have assembledthe RINEX observationand navigation files and created
station.info and (optionally) session.info you can run program MAKEXP in the day
directory togeneratemostof the additionalfiles you will needto completepreprocessing.
MAKEXP determines the stations be includedin a sessiornfrom the RINEX or X- files
present in the day directory. For RINEX, it is usuatigst convenientand efficient not to
copy the files into the day directory, but ratherto createlinks to one or more parallel
directoriesin which groupsof datafiles have beencollectedby sourceor region. For
example, inprocessinga surveyfrom centralCalifornia, you might havecollectedseveral
days of data from the Southe@alifornia ContinuousintegratedGPS Network (SCIGN),
the Bay Area RegiondDeformation(BARD) network,andglobal IGS stations,storedfor
several days in./rinex/scign, ../rinex/bard, and../rinex/igs, respectively. You canthen
use thescriptsh_link_rinex 0Or sh_link_rinex1 to link from eachday directoryto thesedata
directories. If you know the day and sessiomnumber(s)of the RINEX files you needto
link, the first script is more efficient:
sh_link_rinex -year <yr> -days <doy> -sess <sessions> -dir <dir>

<yr> is the 4 char year of observations

<doy> are the 3 char days of the year to be linked

<sess> are the 1 char rinex session numbers to be linked [default 0]

<dir> the absolute or relative path to the rinex files [default ../rinex]

Example : sh_link_rinex -year 1996 -days 016 017 -sess 0 1 -dir ../rinex/scign

The second script is more sophisticated, invoking progam RXSCAbkizevery RINEX
file in the directory to determine which ones have data for the requested day:

sh_link_rinex1 -year <yr> -day <doy> -dir <dir>
<yr> is the 4 char year of observations
<doy> is the 3 char day of the year to be linked
<dir> the absolute or relative path to the rinex files [default ../rinex]
Example :  sh_link_rinex1l -year 1996 -day 247 -dir ../rinex/igs

When you rursh_link_rinex1 for the first day of an experiment, it may a long time to(Lin
minute per file on a Sun Sparcl)iasreatesa .summary list for eachstation,but oncethe
list is created, the script will run quickly for subsequent days.

To run MAKEXP, you may type the program name and answerthe queries or, for
automatic processing, use command-line arguments or the shelsisctigexp

sh_makexp -yr <yr> -doy <doy> -nav <file> -sinfo <int hh mm nepoch >
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in which the required entries are yegaj,(day-of-year(doy), navigationfile (file), andthe
session span information—sampling interwa),(hour (hh), minute (mm), and numberof

epochsdepoch) (a morecompletelist of optionsis given as help whenyou type the name
of the shell-script). In interactiveuse,you will be askedto enterthe year, day-of-year,
sessionnumber,and navigationfile. When invoked, MAKEXP will thenthe working

directory for RINEX or X-fileswith the input date,comparethe 4-charactestationnames
and date with the TRCK codes and datesaiion.info, and write to the screena summary
of the availablestations. If a scenariofile (session.info) exists, MAKEXP will useit to

determinethe start and stop times and the satellitesto be usedin the session. If the
session.info file has only a singlentryin it, MAKEXP will "edit" the entry to setthe year
and day-of-yearbut keepthe start time, sampling interval, number of epochsand the
satellitelist intact. If thereis no scenariofile, you will be askedto input the sampling
interval, number of epochs, and start time; the program will genesatelktelist from the
navigationfile. With the shell script, editing of an existing scenariofile is invoked by

omitting the-sinfo option. If you haveaisedsh_link_rinex1 to includein the day directory
only files with datayou needfor processingthenyou canenter999 and99 for day and
session, respectively, telling MAKEXP that you want to us¢halRINEX files presentto

generatdhe list of stationsto be processed. If you entereither0 or 1 for the session
number,MAKEXP will searchfor bothin compilingits stationlist (GAMIT changesall

session numbers of 0 to 1 internally). New options (Rel#@<¥) with command-lineor

sh_makexp input are-srin to searchall RINEX files in the directoryfor datamatchingthe

input date;-xver <char> to useX-files with a 6th characteotherthanthe lastdigit of the

year (useful to select previously cleaned X-files). Tafpeakexp to seea completelist of

options and examples.

The screenoutputof MAKEXP containsa summaryof the stationsfound (X-files to be
created) satellitesincluded,andthe sessiortimes. It concludeswith instructionsfor the
next steps:

Now run, in order:
sh sp3fit -f <sp3 file> (R sh befit betot.inp CRcopy a g-file from SCPAC
sh_check_sess -sess 278 -type ofile -file <g-file>
nakej <nav-file> <file> R copy aj-file fromSQPAC
sh_check_sess -sess 278 -type jfile -file jvent7.278
nakex <nakex-batchfile>
fixdrv <dfile> (R run interactively

The scriptsh_sp3fit generates satellite initial conditions (G-file) by fitting the ARC madel
the tabulatedephemerideg "SP3" formatfrom an IGS analysiscenter. The input <sp3
file> must be presentor linked in the local directory (pathnamesare not allowed.
Alternatively you can create these files from the broadcastephemerison a RINEX
navigationfile or copy GAMIT-format files directly from SOPAC. The secondstep
(sh_check_sess) is optional but assuresthat the satellites requestedin session.info are
availableon the orbital (G- and T-) files. ProgramMAKEJ createsa (J-) file of satellite
clock valuesfrom the navigationmessage. Then you may again use sh_check_sess to
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assurethat the satellitesrequestedin session.info are available on the J-file. Program
MAKEX createsthe GAMIT observation(X-) files from the RINEX files. Eachof these
stepsis describedin the following sectionsof this chapter. Finally, programFIXDRV
readsthe analysiscontrols, describedin Chapter5, and createsa batchfile for GAMIT
processing.

Creating the input files for MAKEJ, MAKEX, and FIXDRYV frotemplatess not difficult

and may benecessaryor experimentsvith multiple sessionsor a mixture of RINEX and
FICA files. For large experimentsor permanentlyoperating arrays, however, using
MAKEXP can save a great deal of time and manual effort. (Yet one more level of

sophisticationis provided by the new shell script getready, which runs the complete
GAMIT sequence from a small set of input files. The script, written by Eric Galalis at
SIO, is internally well documented and can be founghtit/com.)

Although MAKEXP is usually run fronRINEX files, you canuseit againat a later stage
of processingrom X-files simply to generatea new stationlist (D-file) for FIXDRV. In

this case, you do not need to have present or linked either the RINEX obseiilestiona
navigation file.

4.6 Creating T- and G-filesfrom External Ephemerides

Orbital informationis input to GAMIT in the form of a tabularephemerigT-) file, which
contains the positions @il the satellitesat 15-minuteintervalsthroughoutthe observation
span,or a G-file of initial conditionswhich are integratedby ARC (in the batchrun) to
create a T-file.

If the satelliteorbits are to be adjustedto fit the observationsthen the T-file must also
contain partial derivativesof position (as a function of time) with respectto six "initial
conditions" and otheparameterslescribingthe orbit of eachsatellite. ARC generateshe
partials by numerically integratingtheir force equations(termed "variational equations")
simultaneouslywith the equationsof motion. If the G-file of initial conditions was
obtained from a global orbit solution performed using GAMIT with a compat#igion of
ARC (e.g., by SOPAC), it can be used directhAIRC to producea T-file consistenwith
the solution. Integration of instantaneousposition and velocity values obtained by
evaluatingthe broadcastmessageparametersor extractedfrom an external Earth-fixed
ephemeriqin SP #3 format) producedby anothersoftware packageor an incompatible
version of ARC willnot reproduce the original accurasincemodel differenceswill cause
the orbit to deviate fronthe original orbit asthe integrationproceedsaway from the initial
ARC using externally derived positionsand velocities over the full sessionas pseudo-
observations. The most accurateand reliable methodof obtaininga starting T-file is to
follow this procedureusing the shell script sh_sp3fit and an SP #3 file from an IGS
analysis center:

sh_sp3fit -f <sp3 file> -d <yr doy> -0 <orbit name> -i <equator prec> -r <radmod> -t
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where<sp3 file> is the name of the external file (e.igsps523.sp3 for day 3 ofweek852).
The yearand day-of-yearmay be omittedif your session.info containsonly a single entry
(i.e., continuous-array style), but if you have a sirgideion.info for an entiresurvey,then
you mustspecifythe requestediearandday in the commandine. <orbit name> is the 4-
charactemamefor the G- and T-files, nominally read from the first line of station.info.

<equator prec> specifies the inertialeferenceframe and precessiorconstantfor the G- and
T-files; the defaultsare the conventionali2000 1AU76, but you may specifyB1950 1AU68

for compatiblitywith older GAMIT and SOPACprocessingseethe discussiorof inertial
frame in Sectiorb.2). <radmod> specifiesthe radiation-presssur@on-gravitationaforce)
model to be used with tharbit; the defaultis BERNE (seesections5.2 and7.2). Thefinal

argument( -t ), if entered,causessh_sp3fit to create(integrate)a T-file from the initial

conditions(G-file) estimatedrom thefit. The defaultis to skip this step, deferringthe
integration to the first step of the GAMIT batch run. In addition to arté-optionally) T-

file, sh_sp3fit will generatetwo print files (sp3fit.fit and sp3fit.rms) summarizingthe
quality of the fit, anda Y-file of satelliteyaw parametergor the orbital span(seeSection
7.2).

An alternativebut less accuratemeansof generatingan initial orbit is to use the script
sh_bcfit to perform a fit of the GAMIT model to the broadcast elementsnavigationfile.
Before doing so, you shouldin the programBCCHECK to determinethe consistencyof
the elements and to filter outliers:

bccheck <RINEX nav file> <yr> <doy>

will producea new navigationfile ( <RINEX nav file>.bcchecked ) containingonly elements
whose differences from the elements at the midpoithedflay arelessthan1000m. The
print file bccheck.out will give you a summaryof the timesand differencesof the elements
in the file, with any deleted marked by an asterisk. Next execute

sh_bcfit <input file>

where<input file> is thebctot.inp produced by MAKEXP:

b indicates batch input

aut 02360. 94n. bcchecked RINEX navigation file

xpver 4. 236 X-file to determine session scenario

tvent 4. 236 output T-file

y 'yes' to transform the orbit to an inertial frame
J2000 designation of the inertial frame

If you don't havean X-file or wish to createa T-file for alongerspan,you cando so by
changing the input file to match an alternate set of questions asked by BCTOT:

b indicates batch input
aut 02360. 94n. bcchecked RINEX navigation file

blank line to indicate no X-file
tvent 4. 236 output T-file
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y 'ves' to input the start and stop epochs

94 8 24 1 0 O start epoch yy mm dd hh mm sec. in free format
900 tabular interval of the T-file in seconds

94 8 25 19 0 O. stop epoch

y 'yes' to transform the orbit to an inertial frame
J2000 designation of the inertial frame

sh_bcfit will createfour files: an earth-fixedT-file (tproje.ddd ) obtainedby evaluating
directly the broadcaselements; an inertial T-file obtainedeitherby rotatingthis file to an
inertial frame(B19500r J2000); a G-file (gprojy.ddd ) obtainedby interpolatingfrom the
inertial T-file for the epochiequestedanda Y-file of satelliteyaw parametergseeSection
7.2).

The G-file consistsof two formattedheaderlines, one or more commentlines, andinitial
conditions and force parameters for one or more satellites. Shown below is a typical G file:

86 279 12 00 00 @GPST B1950 | AUTE8 SPHRC
8 X Y z XDOT YDOT ZDOT DRAD YRAD ZRAD
Gfile generated from ebrdc6. 279 1-10-1987 18:16: 20
ANY OTHER GOMMENT LI NES

B\D

PRN 06

. 24748600267000D+05

. 88024642750000D+04

. 47948566210000D+04

. 11532236900000D 01

. 18622397472000D+01

. 33736392796000D+01

. 10000000000000D+00

. 00000000000000D+H00

. 00000000000000D+H00

PRN 09

-. 21643530559117D+05

- . 15228859494884D+05

-. 17710854977416D+04

0. 11606424294013D+01

-. 12653416265926D+01

-. 34787168623116D+01

0. 10000000000000D+00

0. 00000000000000D+00

0. 00000000000000D+00

B\D

N eoNel

[cNoNoNaly

The first line gives the epochof the ICs in GPST or UTC (year, day-of-year,hours,
minutes,seconds)followed by the time type (GPSTor UTC), the inertial frame for the
ICs (J2000 or B1950), the precession constant used (IAU76 or IAEB6&)he modelfor
non-gravitational ("radiation") accelerations (SPHRC for "spherioahe exampleshown
(see Section 5.2). The second line gitresnumberof ICs plus force-modelparameteto
be readfrom the G-file This is followed by one or more commentlines, terminatedby
END. Theinitial conditionsfor eachof the satellitesare given as Cartesiancomponentsof
the position and velocity vectors in units of km and km/s. TheHestICs of eachgroup
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in this example are dimensionless coefficients multiplying the modeled sirlactradiation
force (DRAD) and forces along the y- (YRAD) and z- (ZRAdXesof the spacecraft. The
coefficients RAD2and RAD3 expressheseforcesasfractionsof the nominaldirect solar
radiation force.

4.7 Creating satellite (J-) clock -files

In order for MODEL to accountproperly for clock effects in the phaseobservations,
additional information must be supplied about the behavior of the satellite and station

clocks. How theseeffectsare computedandtabulateddependson the level of dithering

imposedby selectiveavailability and whetherthe ground stationsare samplingthe phase
simultaneously. For normal processingyou run MAKEJ by typing the name of the

program followed by the navigation file and the output J-file name:

makej auto2980.98n jcalif8.298

Alternatively, you canrun the programinteractively. The first questionwill ask you to
choose the source of the satellite clock information:

Choose source of SV oscillator frequency corrections:
1 Efile broadcast nmessage.

2 Second order fit to Gfile fromsite with H naser
P ck a nunber.

For networks with simultaneous samplingsisufficient to createa satelliteclock (J-) file

using simply the coefficients transmittedthe broadcasiessage.Thesecan be obtained
from the RINEX navigationfile, or the Block 9s of a Tl FICA file (see program
FICACHOP), from any station that observed for most of the sessiom the combined
files distributedby IGS analysiscenters. Selectoption 1 at the promptandthenenterin

response to promptke nameof the outputJ-file, the nameof the RINEX navigationfile

or GAMIT E-file (RINEX or FICA format), and the interval athich you want to tabulate
the clock values. Once per hour (3600 s) is usually a sufficient intelv&A is on, then
the differencein the signal propagationtime to different sites (up to ~10 ms) or, more
seriously, several-secondlifferencesin the nominal sampling times can introduce
significant errors if the oscillator variations are not modelled on the time-scaleof the
samplingdifferences. A techniquefor generatingsucha modelusing the phaseresiduals
computedfor siteswith atomic oscillatorsis describedin Feigl e al. [1991] and more
extensivelyin Chapter2 of Feigl [1991]. This option is invoked by selecting2 at the
prompt and is described in more detail in Appendix 4.

Part of a sample J-file is shown below:

SV clock corrections witten by king Program 6.1 of 90/05/18 01:58:50 (apol | 0)

YR DOY R M\ SEQUTQ VKNO SONGPST)  PRN XEAFO XEAFL XEAF2
(14,113,213, 1X, F5. 2, 3X, 13, 1X, F9. 2, 2X, | 2, 2X, 3D16. 8)

1988 311 17 59 55.00 461 64800.00 3  0.39050030E- 03- 0. 68212103E- 12 0. 00000E 00
1988 31117 59 55.00 461 64800.00 13 0. 37502684E- 03 0. 23874236E- 11 0. 00000E 00
1988 311 18 59 55.00 461 68400.00 3  0.39049797E- 03- 0. 68212103E- 12 0. 00000E 00

15 February 2002



Chapter 4 13

The first line is a header constructed by MAKEJ, and the second line contains tiledeto
the analyst. The third line sformat statementisedto readthe entriesthat follow. Each
data line contains the coefficients transmitted by the satellite for its own clbeldormula
to be used in computing the SV clock offset is

Ms=tg —tg = a® + a®(+) + a@(-+%)*

wheretg is the time read by the satellite's clock and "true" GPStime. The coefficients
a0), a®), a(@ are given in the laghreecolumns(XEAFO, XEAF1, XEAF2) andreferto the
reference epocty(© given in columns 6 and 7 as GPS week nurabersecondf week.
The numbersin the first 5 columnsgive the referencetime in GPST (or UTC prior to
Release 9.28) using conventional units.

The J-file is also used by MAKEX to generate a K-file of station clock offastgjin turn
by FIXDRV to generate an I-file of station clock coefficients for MODEL.

4.8 Running MAKEX

ProgramMAKEX takesas input the scenariofile (session.info), station information file
(station.info), satellite clock (J-) file, Broadcast ephemeris (RINEX naGAMIT E-) file,
station coordinates (L-) file, and raw data files (in RINEX or FICA fornaat}l createsX-
and K-files for input to FIXDRV and MODEL. K-files, thoughnormally createdby
MAKEX can be re-created later if necessary by program MAKEK (Section 4.10).

To run MAKEX after running MAKEXP, you need tyfmaly makex <control-file> where
<control-file> IS the name of a control file withameday.makex.batch, whereday is the day
of yeardesignatinghe sessionto be processed.The controlfile containspointersto the
input files anda list of station-daysto be processed. An examplefor RINEX input is
shown below:

infor 1

sesfo 1 ./session.info
rinex 1./

ficaf O

coord 1 ../tables/Ifile.
stnfo 1 ./station.info
xfile 1 ./x

svelk 1 ./jtrex0.091
clock 1./k

extra O

rdorb 1 ./vndn0911. 90n
extra O

site year doy sn sw ver
(a4, 1x, a4, 1x, a3, 1x, al, 2x, a3, 1x, f 4. 2)
vnd2 1991 091 1 &ES 1.9
yknf 1991 091 1 &S 1.9
noj m1991 091 1 OR 4.8
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vndn 1991 091 1 TRM3.25

The first 12 lines indicate which of the input and output files are to be used and the
directoriesin which they reside. Thefirst six columnsare not read by the programbut
provide hints to the users (all lines must be present in the order given). A "1" follihneing
nameindicatesthat the file is to be used(input or output),a"0" thatit will not be used.
Complete file names are useful for documentation, but ifillnéor link) is in the working
directory (i.e., the onein which MAKEX is beingrun), an abbreviatedilename may be
used(see,e.qg., therinex andstncl k entriesabove). For the input RINEX or FICA
files, no filename is givesinceMAKEX constructghe filenamefrom the stationand day
names which follow in the input stream. FICA files must be nasieel[y].[day].fic (note
that only the last digit of the yearis used,with no sessionnumber),and RINEX files
[site][day][f].[yrlo, wWheref is the file sequencenumberand o indicatesthat it is an
"observation'file. Similarly, for X- and K- files, only the first letter is given. In the
above example, if the inpdiatafile were FICA, therinex entry would havebeen"0" and
".I" (or directory path)would appearafterfi caf. The GAMIT E-file (rdorb above)is
simply an orbit file in either RINEX nav-file format or FICA Block 9 (T14100) format
(createdwith FICACHOP). Thefirst line gives the informationfile, a log of MAKEX
runs written to the current directory with name dd.makex.infor (091.makex.infor in the
example given).

Line 13 of the batch input is a comment thedvidescolumnheaderdor the list of station
files which follow. Linel4 givesthe formatfor readingthe key character®f the site file
name. The format shownin the exampleallows reading of a four-charactersite code
(vN\D2), the year (1991), sessionnumber(1), and the day number(091). In the current
GAMIT releasethe sessiommumbershouldalwaysbeo or 1 (treatedequivalentlyinside
GAMIT) since the software does not yet support multiple sessiahg immingof X-files
(multiple sessions can be combined by SOLVEstimation but that's anotherstory—see
Section 5.6). Beginningiith GAMIT release9.6 (MAKEX version9.57), MAKEX will
scan all RINEX or FICA files for data within the span requestedsdsion.info, SO you can
include within the day directory multiple RINEX filenames with arbitreegsiomnumbers.
If you have not used one of thie link_rinex scriptsandwantto have MAKEX searchfor
data, you carspecifyoneor moredirectoriesin theri nex or fi ca lines of the batchfile;

e.g.,

rinex 1 ../rinex/scign/ ../rinex/bard/ ../rinex/igs/

The receiver software (or firmware) and version in the last two fadldse MAKEX batch
input file are requiredin order to have time tags correctly matched. The 3-character
softwarelD is derivedby MAKEXP from the receivertype and softwareversion entered
into station.info. Designatorsfor software versionscurrently supported,and their
sampling times are listed in Table 4.1 almtumentedn subroutinegamit/makex/settim.f.
In severalcases,we have arbitrarily addedan additional digit to the version numberin
order to distinguish time tags set by the operator.
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To run MAKEX, typethe programnameand entera batchfile name,or usethe input file
(makex < makex.inp) created by MAKEXP. After completing eastation,the programwill
write to the screen and theor file a summary of the observations selected:

Sats Epochs

0 498 rrrrrrrr e

1 1

2 342 rrrrr e

3 152 Prrr

4 507 rrrrr e

5 0

6 0

®od observations per channel : Total Nunber and Maxi num Gap

PR\S 6 9 u 13 12 3 8
as 606 511 419 619 240 395 375
GAPS 0 1 0 2 0 0 0

3165 observations witten to x-file 35 observations rejected as unreasonabl e

The upper chart gives the numberof epochsfor which there are the given number of
satellites. In thexamplethereare507 epochsof 4-satellitedata. The minimum number
of satellitesto be useful is two, since the phasesfrom at leasttwo satellitesmust be
differenced in order to cancel station clock effects.

If no observations were selected, you should checlintbifile to be sure that) thereare
data within the times requested in the scenariodite,2) the samplingepochmatcheghat
implied by the software version numbergiven in the MAKEX batchfile. If thereis a
changein sampletime in the middle of the input file (not unheardof) or if the input file
begins and ends before the requested tyoe,may haveto examinethe RINEX or FICA
file with the editor and/or run the utility FICASCAN to determthe problem. Renaming
theinput file test.makex.batch will causeMAKEX to write additionalinformation to the
screen, a useful feature if you cannot discerrstheceof a problemusingthe procedures
already described.
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Table 4.1 Receiver software designations used by MAKEX

Receiver Software Abbrev. Version Sampling time (seconds
after the GPST minute)

Tl 4100 GESAR GES 1.0-1.9 59.08
CORE COR 25.2 59.74
4.1 59.08
4.7 59.08
4.11 59.00
4.12* 59.08
4.13 59.00 and 59.08 in same file
4.8 0.08
5.7 59.08
ROM ROM 59.08
1.11 59.00
GSM GSM 59.08
MACROMETER Il MAC 58.475 - (GPST-UTC)
MINI-MAC MIN 1.49 0.001
1.50 0.001 - (GPST-UTC)
1.59 59.001
1.61-1.64 0.000
1.89 59.001**
TRIMBLE 4000 SLD,SST NAV+SIG TRM 3.11-3.25 variable
4000 SST/SSE 4.1 ff 0.0
ASHTECH XII, TOPCON ASH 1.0, 2.0, 6, 7, 8*** 0.0
ROGUE SNR 8 ROG 1.51, 2.30 0.0 - (GPST-UTC)
2.31 ff 0.0
MINI-ROGUE 1.11, 1.50, 2.31,
2.4, 5.5, 5.6, 5.61
6.11, 7.00ff 0.0
TURBO-ROGUE SNR-8000 TRB 1.0, 2.00-3.20 0.0
SERCEL TR5S SRT 0.0
NR52 SRN 0.0
LEICA SR299/399/9500 LEI 1.13 - 5.2 0.0
GEOTRACER 2000/2200 GEO 8.0 (L1), 9.0 (dual) 0.0
UNAVCO L1 CMC 2.0 0.0

* COR 4.12 indicates one of two anomalous frequency plans used during GOTEX and at Yellowknife during March 1990.

* MIN 1.89 indicates MiniMac data sampled at 59.001 but tagged in the RINEX file as 59.00QtiniEh&ags are
corrected in MAKEX and software version gets changed to 1.59 in XTORX.

***The Ashtechsoftwaredesignationsare somewhatarbitrary: 1.0 indicatesa codelessreceiver;for the P-XII,
2.0 indicates the alpha verson of the software, 6.0 the beta version, 7.1 the 7A softwar@, thed7B software;
Z-12 software is desingated 8.0ff (see comments in gamit/makex/settim.f).
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4.9 Description of the X-file

A sample X-file created by MAKEX is shown below:

@S Phase & Pseudorange fromT 4100 recei vers

MEX (Apol | 0 92-06-01)

run on 1991-06- 17 16:50: 44

GESAR PHASER HEADER | NFGRVRTT ON

U\NPAK 1.3 of 87/10/06

BK 3 0 3

0

mll7.007a.fic 1987-10- 15 18:04: 23

BND
Q00RO NATE A LE | NFGRVATI ON

STATONNNE _ LATTUE LOGTUE HIGT ROR SVER
DGMSSSSSSS DGMSSSSSS (M.

M LLER CADT NB4 19 50.33849 W20 13 48.02332 6371422. 962 GBS 1.0

ANTCFSETS(M L1 WP NRH EAST 12 WP NRH EAST
1.491 0.000 0.000 1.466 0.000 0.000

6 SATELLI TES DATA  TYPES 1 2 3 4

GINNEL 1 PRW 3 NASTAR 1 e -1 -1 11

GEN\EL 2 FR¥ 6 NASIAR 3 LABA -1 -1 1 1

GEN\EL 3 PR¥ O NAVSIAR 6 LABA -1 -1 1 1

GEN\EL 4 PR¥ 1 NASIAR 8 LAMBA -1 -1 1 1

GENNEL 5 PRWINASTAR 10 LAEDA -1 1001 1

GAN\EL 6 FR¥ 13 NASIAR 9 LAMEA -1 -1 1 1

A RST BROH (UTQ @SH-UG= 4.0

YR DAY R MN SECS | NTERVAL(SECS DATA INTERVAL SESS N
30

87 7 64155080

225 BRa0B

120

1

EPANCED DATA FORWAT STATI C

BPOH# AG M L1 AHASE AWP L2 PHASE AW L1 PSE.DORANGE L2 PSE.DORANGE
10
2 11987 7 6 4 55.080 O MLL N34 19 50.33849 W20 13 48. 02332 6371.422.962 1.4910 0.0000 0.0000 1. 466
0 2 0.209327782121811E+08 7 -0.263626960264358E+H08 6  0.242673706688020E+08 0. 242673708548
3 21987 7 6 45 55.080 0 MLL N34 19 50. 33849 W20 13 48. 02332 6371. 422. 962 1.4910 0.0000 0.0000 1. 466
01 0.283412097505112E+H08 7 - 0. 354413610923080E+08 6  0.249617918581700E+H08 0. 249617931178
02 0.233529585203629E+08 8 - 0. 24476841361 7021E+08 7 0.238068262469650EH08 0. 238068256365

The first group of records(to END) are headerlines, accumulatedby the successiorof
programsthat havehandledthe dataup to this point. Thesearefollowed by the nameof
the station, its coordinatesas read from the L-file, and the antennaoffsets read from
station.info (Or sited.) file. The list of satellitesgiven next specifiesthe orderin which they
appeatin the X-file (not necessarilythe channelassignmentin the receiver). DATA TYPES

specifies which of the allowable types of observations are present:

1 =L1 phase

2 =L2 phase

3 =L1 P-code pseudorange
4 = L2 P-code pseudorange
5 = L1 C/A code pseudorange
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The LAVBDA, or "wavelength"codesgivenfor eachchannelindicate,for eachdatatype,
whether it is ambiguous and whether the ambigsgigcingis full or half wavelength. All
phase observables are converted to full wavelength on the X-file.

0 = observable is not present for this channel

-1 = ambiguity spacing is one wavelength (e.g., 19 cm for L1 phase)
-2 = ambiguity spacing is one-half wavelength

1 = no ambiguity

2 = no ambiguity (original observable was half wavelength)

The usual value of LaMBDA is -1 (code-correlatingreceivers)or -2 (L2 from codeless
receivers)for phaseobservations,1 for pseudo-rangeobservations.X-file data are
requiredto be evenly spacedso the observatiortimes are specifiedby a start epoch,an
observationnterval, andthe numberof epochs. | NTERVAL is the actualinterval on the X-
file; DATA INTERVAL refersto the raw datafile interval (usually the receiver sampling
interval) andis usedby the editing routinesto determineif gapsin the X-file are dueto
sparse sampling or missing dafiche observationsat eachtime areidentified by an epoch
number, an integer which specifittee numberof satellitesfor which thereare dataat that
epoch,andthe GPStime (or UTC prior to Release9.28). The station coordinatesand
antennaoffsetsare repeatedat eachepochto allow for kinematic processing. For static
processingvith a changeof antennaheightduring the session the X-file will alsoreflect
the change,but values read from station.info during actual processing(by program
MODEL) overridethosein the X-file. Thenfor eachchannel,thereare eight numbers
given: a flag indicating whetherthe dataare valid (=0) or have beenflagged (set non-
zero—seaamit/includes/errflg.h for akey) by othermodules; the channelnumber; the
L1 phase (cycles); the amplitude of the L1 signal using RINEX conventias2 phase;
the L2 amplitude; the L1 pseudo-rangémeters);and the L2 pseudo-range. Note that
phasesn the X-files are in the "Doppler" convention (increasingphaseis decreasing
range), and therefore have the opposite sign to phases in the corresponding RINEX files.

4.10 Creating station clock (K- and I-) files

The offset from GPS time (or UTC) of eachreceiver'sclock must be accountedor in
modeling the theoretical value of thbaseobservationsat eachepoch. If the positionsof
the receiver and a satellite are known, along withoffeet of the satellite'sclock, thenthe
pseudorange observation provides a direct measure of the receiver clock offset:

A, = ¥+Ats

wherep is the calculated range to the satelfiteis the observed pseudo-range arid the
speed of light. Recall (Section 2.1) that an accucd@boutone microsecondn receiver-
clock offset is necessary sxhievean accuracyof one millimeter in the estimatedbaseline
vector. In orderto achievethis accuracythe computationis performedin MODEL using
the station and satellite positions (from the L- and T-files) calculatedfor the theoretical
phase observable. In this case, one microsecon3@®the theoreticalvaluesis easily
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achieved. Sufficient accuracyin the measuredpseudorangés also achievedeasily if P-
code range is available. If only Codeis available,and particularly underconditionsof
selective availability (SA), some care must be exercised. At present, MO@&huteshe
receiver-clock offset using an average of values calculated from all of the sateditiksat
eachepoch,detectingand removinganomalous/aluescausedby pseudorang@utliers or
bad SV clock values.

Strictly speaking, it is not necessary to provide GAMIT veitty more informationabouta
receiver's clock than that incorporated in the pseudoratigashepoch. Therearea few
practicalreasonshowever,why it is useful to generatea more explicit model of the
receiver-clockbehaviorat an earlier stagein the processing. Doing so providesa way of
detectingpoor receiver performance for example. Also, for receiverswith poor and
unmodeledclocks numericalproblemsare sometimescreatedin SOLVE when there are
several-hour gaps between observations. Hence wetmpM®DEL tablesof coefficients
which effectively modelthesevariations. For the receiverclock, MAKEX generatesan
estimate of the offset at an epoch interval of 120s for Ashtech and Trimble recglvess,
clocks reset often, and 600s for other receivessg satelliteelementsrom the broadcast
ephemeris. These estimates are written into the K-file:

RORK 14 1992 73 19 43 53. 0000 0. 07132594 0. 00018337 0. 00007289
RORK 18 1992 73 19 43 53. 0000 0. 07109620 - 0. 00000169 0. 00007330
RORK 19 1992 73 19 43 53. 0000 0. 07405061 0. 00000424 0. 00007332
RORK 14 1992 73 19 45 53. 0000 0. 07153746 0. 00018337 0. 00001910
RORK 18 1992 73 19 45 53. 0000 0.07095191 - 0. 00000169 0. 00001955
RORK 19 1992 73 19 45 53. 0000 0. 07389223 0. 00000424 0. 00001934
RORK 14 1992 73 19 47 53.0000 0. 07175308 0. 00018337 0. 00096434
RORK 18 1992 73 19 47 53. 0000 0.07080949  -0.00000169 0. 00096493
RORK 19 1992 73 19 47 53. 0000 0. 07373656 0. 00000424 0. 00096463
RORK 14 1992 73 19 49 53.0000 0. 07197269 0. 00018337 0. 00090899
RORK 18 1992 73 19 49 53. 0000 0. 07066900 - 0. 00000169 0. 00090950
RORK 19 1992 73 19 49 53. 0000 0. 07358361 0. 00000424 0. 00090935

The first column gives the station code, followed by the satellite PRN numberdggar,
year, hours, minutes,andseconds(alwaysUTC). The eighth columnis the observed
pseudo-range to the satellite at the time given, in units of seconds, followeddffsétef

the satelliteclock (from GPS time) computedfrom the transmittedclock corrections. The

final number is the receiver clock correction computed using the formula above.

Any differences in receiver clock values computed usingl#tafrom different satellitesat
the sametime are due to errorsin the pseudo-rangeaneasurementshe satellite clock
models,or the geometricalmodels (station coordinatesand satellite ephemeris). In the
aboveK-file, for example,the correctionscomputedat 19h 43m 53s using data from
satellites14, 10, and 19 differ by up to 0.4 microsecondsequivalentto a radial position
error of 120 meters(probably due to errorsin the broadcastephemeris). Differences
between receiver clock values computeda given satelliteat different times could reflect
model errors but are usually dominated by actual receiver clock drift. kExauomple there
is a changebetweenl1%h 43mand 19 45mof 54 microsecondsindicating a drift in the
receiver oscillator of 4.5 parts in 4(b4x106/ 120). This high drift rateis typical of the
crystal oscillatorsin many of today's lightweight receivers(the above examplewas a
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Trimble 4000 SST). More stable (thermally controlled)stalscanachievestabilitiesof 1
partin 108 (TI 4100)or better(Macrometerl). Rubidium, cesium,or hydrogen-maser
oscillators can achieve even higher stabilitiesl#1 @ 101°).

The ~1 ms jumpn clock valueat 19" 47m 53 s is a featureof the Trimble 4000 SST and
Ashtech P12 receivers, indicating that the clock has been reset tib iatiyin 1 ms of the
nominal sampling time. Both the recorded sampling time and the pseudorange
measurement will show discontinuityof exactlyl ms. SomeRINEX translatorscanbe
setto removethe discontinuityat translation but this is not necessargince MODEL will
account for it in its epoch-by-epoch estimate of the receioek offset, and FIXDRV will
removethe discontinuitiesin fitting the low-order polynomialusedin modelingthe phase
observations.

It is possible tchaveanomalouq“bad") valuesin the K-file—computedclock offsetsthat
are many millisecondsoff dueto bad pseudorangeneasurementsThe presencef these
anomalous blunder points will be indicated by very large residuals (m&0secondsin

the polynomial clock fit done by FIXDRV. You can tabulate and plot the fit residsalg
the scriptsh_plotk, but usually the quickest way fimd the problemis just to scanvisually
the last column of the K-file; most often the bad valuesare amongthe first few of the
session. |&h_plotk or the polynomial fit inFIXDRV showsthe clock behaviorto be bad,
and you determine that the problem is nbad K-file, thenyou shouldproceedbut be on

the alertfor a problemwith this stationin the analysis. Rapidly drifting clocks are more
likely to causean abnormalnumberof cycle slips (seethe aut cl n. sumfile, describedin

Section 6.2). Large jumps in the clookrapid drift accompaniedby several-hougapsin

the datamay causethe residualsto getlarge, introducingnumericalproblemsin SOLVE.

The best remedy for this to usethe appl y_phase_cl k optionin AUTCLN (seeSection
6.2).

FIXDRV will read the K-file for each site and create a session I-file, similtretd-file for

satelliteclocks, tabulatingthe coefficientsof a low-order polynomial for eachreceiver's
clock. If you wantto recreatea K-file after running MAKEX, you cando so easily by

running MAKEK, which will prompt you for the name of input E-, end X-files andfor

the tabulation interval.
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5. Batch Processing

5.1 Introduction

Batch processing is accomplished by invoking sequentaltiwith appropriatanput files
the GAMIT modulesthat perform the requiredcomputations. The commandor "batch”
files to invoke the modulesare created for eachstandardtype of analysis,by program
FIXDRV. The batchrun setup by FIXDRV would typically go through the following
steps:

» generation of an orbital ephemeris with partials (ARC)

» generation of residuals and partials (MODEL)

e automatic edit of residuals (AUTCLN)

* solution (CFMRG/SOLVE)

* regeneration of residuals and partials with an improved model (MODEL)
e automatic edit of residuals (AUTCLN)

* solution (CFMRG/SOLVE)

The double pass through MODEL and SOLVE servespwposesl) the model obtained
from the first solution canbe usedto flatten the residuals,allowing for improved editing
and also the display of post-fit (one-way) residuals for evaluaijpacljustmentgo station
coordinatesarereducedto a few centimetersassuringthat non-linearitiesdo not degrade
the final estimates. Imostcasesthe resultsof your processingcanbe assessethrough
inspection of the print output (Q-file) of the final solution and the data statistics coropiled
AUTCLN (autcin.sum.post). If there are problems, then onemore stepsof the batchjob
canbe run individually, or FIXDRV (andoccasionallyMAKEX) canbe run to repeatthe
complete processing sequence.

If you have preparedthe datain a "day" directory as describedin Chapter4, thenyou
shouldhaveavailableasfiles or links all of the tablesnecessaryo run FIXDRV and to
executethe GAMIT batchrun: stationand scenariotables(station.info and session.info),
ephemerides (G- and T-filesyaw observationgX-file), satelliteand stationclock values
(J- andK-files), a priori stationcoordinategL-file), lunarandsolar ephemeridegiuntab.
and soltab.), and tablesfor earth rotation values (nutabl., utl., and pole.), TAI-UTC
(leap.sec), geodeticdatums (gdetic.dat), oceantides (stations.oct and grid.oct), antenna
phase-centenffsetsor models(antmod.dat), receiverand antennanames(rcvant.dat), and
satellite yaw parameters tabtenav.dat). Threeadditionalfiles are needed: the list of X-
files to be processed (D-file), and control tablestfieranalysegsestbl. andsittbl.) These
canbe easily createdfrom templates(from gamit/example), as describedbelow. If you
have used MAKEXP for data preparation, you will have already a D-file.
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5.2 Running FIXDRV

FIXDRV has three primary inputs: 1) a D-file containingthe namesof the satellite
ephemeris (T-), clock (I- and J-), and observation (X- or C-) fddse used; 2) a session
control table (sestbl.) containinganalysiscommandsand 3) a site control table (sittbl.)
specifyinga priori constraints for coordinates and station-specific models.

An exampleof a D-file (hameddvent7.278) is given below, with commentsaddedat the
right:

1 number of solutions

2 number of sessions

lvent7.278 L-file for all sessions

tvent7.278 T-file for all sessions

ivent7.278 I-file for all sessions (end of global files)
jvent7.278 J-file for session 1

3 number of stations (x-files) in session 1
xcato7.278

xsafe7.278

xlove7.278

jvent7.279 J-file for session 2

2 number of stations (x-files) in session 2
xcato7.279

xsafe7.279

The integer on thérst line givesthe numberof independensolutionsto be performed:;if
greaterthanone, it indicatesthat you have concatenate@ssentiallyindependentuns for
serial processingThe integeron the secondine indicatesthe numberof sessionsn this
solution; in the example the data from two sessions (day$) deeusedsimultaneousiyto
estimate the statiocoordinatesand orbital parameters.With widespreadiseof GLOBK,
GAMIT runsinvolving morethanone sessionor solution are rare, so in most casesthe
first two lines of the D-file will each contain "1" and the last four lines shown avdv®e
omitted. Lines 3—6 containthe nameof the coordinate(L-) file to be read,the ephemeris
(T-) file to be read or created, and the name of-file to be reador created. The I-file is
now optional and can be left blank or set to 'NONE if you don't have K-files readily
available from which to calculate clock ratda. this case,you mustspecify'Use I-file

= N"in thesestbl. (seebelow). The useof anI-file is recommendedecausanodelingof
the dominantdrift in the receiverclock minimizesthe dangerof numerical problemsin
SOLVE dueto largejumpsacrossgapsof severalhours. For eachsessionthereis the
name of the satellite clock (J-) file to be used, an integer gitimgumberof stations,and
the names of all of the X-or C-files for that session. The nahetherfiles to be reador
createdare assignedy FIXDRYV: the G-filenamefrom the T-file name;the K- and P-file
names from the X- (or C-) file name; and the H-, M-, O-, Q-, and V-file namestfrobx
file name.
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A sessioncontrol table (sestbl.) with only the required and commonly used entriesis
shown below. (See Table 5.1 for a complete list of entries.)

Session Table

Processing Agency =MIT

Station Number =*
Satellite Number = *

Station Constraint=Y ;Y/N
Satelite Constraint=Y ; Y/N (next two lines free-format but 'all must be present)
al a ei nw M radl rad2 rad3 rad4...rad9
00100100100100100L5 5 1 1.... 1

Choice of Observable =LC_HELP ;L1 SINGLEL1&2/11 ONLY/L2 ONLY/LC ONLY/
;L1L2 INDEPEND/LC _HELP
Choice of Experiment = Relax. ; BASELINE/RELAX.

Initial ARC = Yes ; Default Yes

Type of Analysis=CHter ; Prefit/ Quick / O-ter/1-lter/2-lter

Data Status = Raw ; RAW/CLN

AUTCLN Postfit=R ; (N'Y/R) Run an extra AUTCLN and SOLVE; R causes repeat

AUTCLN Command File = autcin.cmd ; Default none (use default options in AUTCLN)
Use N-ile=Yes ; Reweight data using AUTCLN summary model; defautt =No
Quick-pre decimation factor = 10 ; Decimate in SOLVE on AUTCLN pre-solution
Quick-pre observable=LC ; No ambiguity rsolution for AUTCLN pre-clean

Delete AUTCLN input Ciles = Yes; Yes/ No/ Intermediate; default=No

Delete eclipse data=Post ; AllPost/No; default Post

Zenith Delay Estimation=Yes ; Yes/No

Number Zen=4 ; number of zenith-delay parameters

Atmospheric Gradient=Yes ;Yes/No (default no)

Elevation Cutoff = 15. ; Applied in SOLVE, overrides MODEL and AUTCLN values

Antenna Model =ELEV ; NONE/ELEV/AZEL default= NONE
Tide Model =15 :Binary coded: 1 earth 2 freq-dep 4 pole 8 ocean default=7

Estimate EOP ; Binary coded: 1wob 2 utl 4wobrate 8 UT1 rate; default 15
Wobble Constraint ; [pole] [pole rate] default=3.0.3 (arcsec) (arcsec/day)
UT1 Constraint ;[UT1][UT1rate] default=0.00002 0.02 (sec) (sec/day)

lonospheric Constraints = 0.0 mm +8.00 ppm ; default=1 ppm
Ambiguity resoluion WL ; default=0.15 0.15 1000. 10. 500.
Ambiguity resolutionNL ~; default=0.150.15 1000. 10. 500.

Eachcommands recognizedoy the keywordsat the beginningof the line. They must
begin in column one and be spelled out compledealycorrectly but are not casesensitive.
The keywordanswermustbegin exactly one spaceafter the equalsign. The orderof the
commandsn the files is not importantexceptfor the satellite constraints,which must
follow the Sateliite Constraint ~ keyword. After the semi-colonon eachline is a
summaryof keywordsfor all the options available. Theseare simply commentsin the
session table.

In the exampleshown, the first input is a 3-letter code for the analysisgroup. This is
requiredin orderto force identification of a solutionon the h-file. The next two entries,
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giving the number of stations and satellites ftheneans to use all stations or satellitesg
required but currently serve no useful functgincethe exclusionof stationsand satellites
mustbe accomplishedy editing the SOLVE batchfile (seeSection7.5) . (We hopeto
reinstate this feature in FIXDRV and tk&tbl. in the future.)

Next, the user specifieswhethera priori constraintsare to be usedfor stationsand
satellites. The stationconstraintsare appliedglobally (not sessionby session);the actual
constraints are set in the site contsalo() file. For satellite constraints, Al is foundin
the header line, as shown in the example, only one entry is requitiedjaluesappliedto
all satellites. If you needto specify different constaintdor different satellites theremust
be entries for all satellites in the scenario, in the following format:

Satellite Constraint=Y ;YN
ct a ei n w M radl rad2 rad3 rad4...rad9
NO.1=001 001 001 001001001 5 5 1. 1.... 1
NO.2=0.01 001 001 001 001001 5. 5. 1. 1..... 1.

NO.30=001 001 001 001 001 001 5. 5 1. 1.....1

In both examples,there should be entries for 9 non-gravitational force ("radiation-
pressure")parametergonly 5 are shown becauseof the limited page width). The
constraints are given in parts per million (ppm) forithgal conditionsand percentfor the
non-gravitationaforce parametergin contrastto GLOBK which expectsm and m/s for
initial conditionsand a fraction of unity for the non-gravitationalforce parameters). The
valuesshown (0.01 ppm or 20 cm for initial conditions, 5% for the direct radiation-
presssure and y-bias coefficients, and 1% for the third axis coeffariihe once-per-rev
parameters) are roughly appropriate for SOPAC or ¢@ifits sincelate 1994. The orbital
constraints to be applied are one of most important decisions you have to make inpetting
the analysis. In deciding upon constraints, remember that SOLVE will periarsetsof
solutions—one ("constrained" or "tight") whicisesdirectly the input constraintsand one
("loose") which useshard-wired,loose constraints(10 ppm). The "tight" solution is
displayedin the Q-file, usedfor updatingthe L- (station-coordinateland G- (orbital
parameter)files and for writing the M-file of parameteradjustmentsthat is used for
scanningand manuallyediting the post-fit residuals. If you are not using GLOBK, this
GAMIT-produced "tight" solution providethe final estimatef parameters.The "loose”
solution is not displayedin the Q-file (exceptfor its constraintsand statistics, at the
bottom), but is written into thel-file for inputto GLOBK. If you areusingGLOBK for
your final analysis,you set the orbital (and station) constraintsthere, and the GAMIT
sestbl. valueshaveno direct effect on the GLOBK solution. They canhaveanimportant
indirect effect, however, since resolutionpifaseambiguities("bias-fixing") is performed
by SOLVE as part of the constrainedsolution, with the resolvedinteger values carried
forward to the loosesolution. Soin decidingwhat valuesto usein the sestbl. for orbital
constraints, you need to considith the expectedaccuracyof your a priori orbit andthe
strategy you plan tasefor your analysis. Moreover,you will probablywantto perform
several different analyses,using chi-square,coordinate uncertainties,and successin
resolving ambiguitiesto determinethe optimal value of the orbital constraintsfor the
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GAMIT solution. SeeChapter2, Section5.4 below, and Feigl et al. [1993] for further
discussion.

The six commandines beginningwith Choice of Observable establishbasicstructure
of the batch run according to the size of the network:

Choice of Observable =LC_HELP
Choice of Experiment = RELAX
Initial ARC = Yes

Data Status = RAW

Type of Analysis = 0-ITER
AUTCLN Postfit = R

Choice of Observable = LC HELP meansthat the observables the ionosphere-free
linear combination ("LC" or "L3") and that thegular SOLVE solution attemptsto resolve
phaseambiguitiesusing both an ionosphericconstraintand pseudorangeéataif available.
For networks extendingover less than a few kilometers, you can set Choice of
Observable = L1,L2_INDEPEND to use the L1 and L2 phase observations direathych
will result in smaller measuremennoise as long as the ionospheric contribution is
negligible. For orbit determinatiorwith only widely spacedstations,setting Choice of
Observable = LC (no ambiguity resolution attempted) will save computation time.

Choice of Experiment = RELAX meansthat you are solving for both station

coordinatesand orbital parametersa reasonableapproachevenfor short-rangenetworks

providedyou apply appropriateconstraintsto the orbital parameters. You can suppress
orbital parameters completely by setteigice of Experiment = BASELINE.

Initial ARC determinesvhetheror not ARC is run as the first stepin your batch
processing.If you havea T-file from earlieranalysesor from runningsh_sp3fit, you do
not need to regenerate it in your data processih@n the otherhandyou haveonly a G-
file (from SOPACor earlierasthe output of earlier analyses)you should set Initial
ARC = YES.

Data status  specifieseither the normal case(raw) or the specialsituation (clean ) in
which you haveobtaineddatain which all the cycle slips havebeenremovedby previous
editing. We use this option primarily with dataacquiredbefore 1990 that were edited
manually with CVIEW.

The next two commandsare usedto control the number of passesthrough MODEL,
AUTCLN, and SOLVE to obtain a final solution. Type of analysis = O-ITER is
somewhat of a misnomeince pairedwith AUTCLN Postfit = R it implies at leastone
iteration of the initial solution. In the firgassAUTCLN operateson prefit residuals,and
in the secondone usesthe adjustmentswritten on the M-file by SOLVE to perform a
"postfit" edit. Sincein postfit editing AUTCLN estimatesclock parametersthis mode
allows you to seeand computestatisticsof the one-wayresidualsfor individual stations
(ratherthan just double differences),which can be especially helpful for characterizing
stationperformanceweighting the datafor eachstation appropriately,and understanding
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problems in the solution. WiUTCLN Postfit = R (for "redo"), asopposedo simply
Yes), if the quality of fit improvessignificantly betweenthesetwo solutions(ratio of
nrms values > 1.5), a third omeperformedto insurelinearity in the adjustments. Other
options for Type of analysis , describedlater, are useful mainly for primary orbit
determination (at SOPAC) and specialized solutions.

AUTCLN Command file  allows you to input controlsfor AUTCLN. The autcin.cmd file
should be presentand containthe postfit controls apply phs_clk , use_postfit , and
(usually) pf remove bf describedin Section6.2. The commandUse N-fle = Yes
invokesthe shell-scriptsh_segelv to readthe summaryfile from the postfit AUTCLN run
and write into a fileto be readby SOLVE valuesof coefficientsof an elevation-dependent
model for the a priori errors assigned to the data from each statiddasdfeighting later
in this section,but notethatif Use N-fle is specified,you do not needto also specify
Station  Error —andin fact, you should not do so becauseyou likely want uniform
weighting to be used in the pre-fit SOLVE run).

To reduce theomputationatostof usingthe post-fit mode,you canreducethe sampling
rate (Quick-pre  decimaton  factor = 10) andby-passambiguity resolution(Quick-
pre observable = LC) in theinitial solution. The next controls determinewhetherC-
files aresavedor regenerated.To takefull advantageof the iterative schemeyou should
setDelete AUTCLNinput C-iles = Yes. This option is also most conservingof
disk space but will increase run time a small amount compared with the #avingjal C-
files temporarily (ntermediate ) or permanently No ). Unless you suspectmoblem
with AUTCLN andwantto examineall the input and output C-files, thereis no needto
elect this last option.

The AUTCLN commandfile is also the mechanismfor explicitly removing from the
solution data which might be corrupted by satellite rotations duriafjereclipsesor by a
bad clock determination. These featuaesimplementedoy Delete eclipse  data and
Edit AUTCLNcommandfile, explainedbelow Table5.1. In Release9.6 both of these
options,aswell as postfit editing are commandedn the batchfile using the new script
sh_autedit (replacingsh_autedt andavedit. The scriptreadsthe "base"autcin.cmd file and
edits it appropriately to incorporate eclipmad clock editing, creatingfor the batchrun the
AUTCLN input file(s) autcin.cmd.prefit and (optionallyautcin.cmd.postfit.

The most appropriateray of handlingthe atmospherelependn the size of the network
and the accuracydesired. For networks less than a few kilometers in extent, the
atmospheric delay effectively cancels between stationgy$sdo not wantto estimateany
atmospheric parameters. For larger networks, you should estimate one or mordetayith
parameterdor eachstation ( Zenith  Delay Estimation = Y). The zenith delay
parameters for regional stations will be highly correlated, but thex@fficient precisionin
the estimationalgorithm that thesehigh correlationswill not degradeyour estimatesof
station coordinatesand the differencesin zenith delay between stations will be well
determined.(If you wish to seein the outputthe uncertaintyof the differencesthenyou
can addight constraintdo one of the zenithdelaysin the SOLVE batchfile; seeSection
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7.5). The defaultis to estimatea single zenith delay for eachstation with an a priori
constraintof 0.5 meters. You may allow a variation in the zenith delay during the
observationspan by specifying a piecewise-linearmodel with stochasticconstraints.
Number Zen is the number of "knots" in the model; hence, for a new value evaryd a
24-hr session, you would selumber Zen =9 . A knot spacing between 1 addoursis
reasonable fomostsituations,the tradeoff beingresolutionversusprogramsizeandrun
time. The allowed variation between tabular points in the estimation is defreeGauss-
Markov process with a default value of 0.02vin. The default correlation time &etto
100 hr, making the process effectively a random walk. Specificatitheséparameterss
documented in Table 5.1 and discussed furth&eiction8.3. A new featurewith release
9.58 is the ability to estimate a north-south aneéast-wesgradientin atmospheriaelay,
given as the differences in meters at 10 degrees elevation (see Section 8.4). €hg&yinal
for atmospherianodelingis the minimum elevationanglefor acceptingobservations. In
the presenceof modeling deficienciesfor the atmosphericdelay or the phase-center
variationsof the antenna,estimatedstation heightscan be quite sensitiveto this cutoff
angle.

Antenna  Model refers to the use an elevation-dependenbr elevation-and-azimuth-
dependent model for the effective phase center of the receiver antenna. The defasé is to
no model, but elevation-dependenmodels have now been developed by NOAA
(http:AMww.grdl.noaa.gov/GRD/GPS ) for most commonly used antennasand are
included in the GAMIT fileantmod.dat (See als@cvant.dat).

Tide Model, used to apply models for the time-variable displacementsin station
coordinatesdue to tides, is a binary-codedvariable, allowing you to easily selectany
combinationyou want to use or test. The first (1) and second(2) bits control the
IERS/IGS standardmodelsfor diurnal and semi-diurnalEarth tides [IERS Conventions
1996, IERS Tech. Note 21, Observatoirede Paris, July, 1996] and shouldalwaysbe set.
The third (4) bit controlsthe pole tide, also codedaccordingto IERS standards. This
componentis not always appliedin GAMIT, however,becausat hasonly long-period
(primarily annualand 460 days) effects on station coordinatesand can be added by
GLOBK. (GLOBK will detect whether it haseenappliedin GAMIT andapplyit or not,
as instructed,to make the H-files from different processingcompatible.) The most
complicated part of the tide model is loadohge to oceantides becausehis effect mustbe
computed (external to GAMIT) using a convolution of a model of the oceantides
themselvesand the geometryof the land-seainterface. With Releasel10.0 we have
implementedcorrectionsbasedon the model developedby Hans-GeorgScherneckof

Chalmers University (Sweden). These are applied in one oveays—byreadingfrom a
table (stations.oct) containing corrections for 465 global tracking stations
(GPS/SLR/VLBI),or by interpolatingfrom a 0.5 x 0.5 degreeglobal grid (grid.oct). In

either case, program OCTTAB obtains the horizontahaamtical amplitudesand phasesf

11 tidal constituentdor eachstationin the session(D-file), andwrites theseinto a U-file

that hasa format similar to the Scherneclstationtable. The valuesfrom the station table
will be usedif the stationbeing processeds within 10 km of a stationgivenin the table;
otherwise they will be interpolated frotihe grid. Thefile octtab.out recordsthe sourceof
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tidesfor eachstationin the session.The Scherneclstationtable (stations.octandthe U-
file are relatively small and can leasilyexamined. The grid table (grid.oct)  , however,
is large and has been formatted (at MIT) as a direct-access binarycfilegervespaceand
allow for efficient reading. The versiondistributedwith the softwareis written with big-
ENDIAN binary representationlused by Sun and HP), but OCTTAB automatically
converts it to little-ENDIAN when it is read on a little-ENDIAN (Intel or DEC) machine.

By default correctionsto Earth rotation parameters are estimatedfor each session
(Estmate  EOP = 15). If your solutionincludes24-hr tracking from a global set of
stations, then you casstimatewell pole ("wobble") positionandUT1 ratebut nota UT1
offset sincethis is perfectly correlatedwith the nodesof the satellites'orbits. In orderto
have a full convariancematrix available for GLOBK, however, it is preferable (and
necessaryn versionsprior to January,1995) to turn on all six EOPs but with tight
constraints on the UT1 offset in the GAMIT solution. Tefaultconstraintdor UT1 rate
and pole position and rate are ratherloose, so these should be tightenedto match the
uncertaintyin your a priori tables(~ 0.0001 sec/day,0.001 arcsec,0.0005 arc/day for
IERS Bulletin A or B finals) if you haveonly a regional network and want to assess
carefully the results of the GAMIT analysis.

The final setof the sestbl. inputs shown control resolutionof phaseambiguitiesin the
solution. Unfortunatelyno GPS analysisgroup or softwarepackageg(to our knowledge)
has automatedambiguity resolution to the point where you can uncritically apply a
particular algorithm to all situations. GAMIT uses a combination of pseudo-range
observations, if available, and phase observations with an ionospheric constpanvide
flexibility and redundancy. This approach,together with some fairly conservative
threshhold criteria makes the processreasonablybut not perfectly failsafe for most
networks. Tuning the algorithmfor your particularnetwork and evaluatingthe resultsis
discussed in Section 5.5.

There are aumberof optional entriesin the sestbl. that may be invokedfor specialcases

andto excercisegreatercontrol over the processing. Theseare summarizedn Table 5.1
and further discussed below.
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Table5.1 Summary of sestbl. entries

Processing Agency

Station Number

Satellite Number

Station Constraint

Satellite Constraint
Analysis controls

Type of Analysis

SOLVE-only = YES

Data Status

Choice of Observable

Choice of Experiment

. .
Station Error

Satellite Error

Use N-ile

bl au :

lonospheric Constraints
Ambiguity resolution WL

Required —
see discussion

O-HTER: ARC (optional), MODEL, AUTCLN (optional), SOLVE, SCANDD
1HTER: Two sequences of O-ITER, the first using "Quick’ SOLVE

2-ITER: Three sequences

PREFIT: CHTER but without SOLVE

QUICK: O-ITER butwith "Quick' SOLVE

YES/NO default=NO

RAW:  Include AUTCLN before each SOLVE run
CLEAN: Do notinclude AUTCLN in the processing sequence

LC_HELP: Ambiguity-free and ambiguity-fixed solutions with LC
LC RANGE: Same as LC_HELP but with pseudo-range priority
LC_ONLY: Ambiguity-free solution with LC

L1 ONLY: Ambiguity-free and ambiguity-fixed solutions with L1
L2_ONLY: Ambiguity-free and ambiguity-fixed solutions with L2
L1,L2 INDEPEND: Ambiguity free and fixed solutions with L1 & L2
L1&L2: (see notes below)

RELAX: Include station, orbital, and Earth-rotation parameters
BASELINE: Do not include orbital or EOP paramters

UNIFORM [sigma] : Weight all phase data equally,
[sigma] = 1-way L1 or L2 in mm, default = 10.
BASELINE [a] [b] : Weight proportional to baseline length
a2 + (b*2)(L*2) im mm, ppm, def 10. 0.
ELEVATION [a] [b] [elev] : Weight by elevation angle; 1-way
a2 + b*2/sin(elev)**2 in mm, deg; def=4.37.(
UNIFORM [sigma] : Satellite error added quadratically to station
error; default =0.
YES : Reweight the data in the final solution using the ELEVATION
model with coefficients estimated by AUTCLN in postfit editing

0.0 mm+1.00 ppm [see below and Section 5.5]
default =0.15 0.15 1000. 10. 500. [see below]

Ambiguity resolution NL - default =0.15 0.15 1000. 10. 500. [see below]

Type of Biases

EXPLICIT Necessary for ambiguity resolution (defaultt)

IMPLICIT Default for Quick solution
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Atnospheric Paraneters
Zenith Delay Estimation Yes/No to estimate zenith delay parameters; default =No
Elevation Cutoff Give value in degrees; applied in SOLVE; default = 15.
Number Zen Number of zenith-delay parameters per station; default=1
Zenith Model PWL: Piecewise-linear (default for Number Zen>1)
CON: Constant from time of knot (i.e., step model)
Zenith Constraints Overall a priori constraint in m; default=0.5
Zenith Variation [var] [tau] : Variation and correlation parameters in Gauss
Markov model; default = 0.02 m/sqrt(hr) and 100 hrs.
Atmospheric Gradients Yes/No to estimate a N-S and E-W gradient; default =No
Num Grad Number of E-W or N-S gradient parameters in PWL model; default = 1
Gradient Constraints Gradient at 10 deg elevation in meters; default=0.03 m
Tropospheric Constraints YES/NO: Spatial constraints, default = No (see Sec 8.3)
Qbit paraneters
Initial ARC YES: Integrate G-file ICs to get a T-file (default for RELAX)
NO: Use existing T-file (default for BASELINE)
Final ARC YES: Re-integrate the final estimated ICs
NO: Suppress re-integration of the final estimated ICs (default)
Inertial frame J2000: T-file & calculations in J2000 (default & curent SOPAC)
B1950: Old T-file and SOPAC frame
Radiation Model for ARC BERNE: 9-parameter model (GAMIT and SOPAC default)
BERNL: same as BERNE but with AlUB 1997 non-adjustable terms
BERNZ2: 6-parameter AIUB 1997 model
SPHRC: 3-parameter model (old GAMIT and SOPAC default)
SRDYB: same as BERNE but with no once-per-rev terms added
SVDYZ: 3parameter direcly/z model with ROCK4 x/z terms added
SVXYZ: 3-parameter xiy/z model with ROCK4 x/z terms added
Reference System for ARC IGS92: Gravitational constants from IGS 1992 standards (default)
WGS84: Gravitational constants from WGS84 standards (BC ephemeris)
Tabular interval for ARC Output interval on T-file in seconds; default = 900.
Stepsize for ARC Integration stepsize in seconds; default=75.
Export Orbits YES/NO: Create or not an Earth-fixed SP3 file for export (def = No)
Orbitid 4-char code for export orbit
Orbit Format SP1/SP3 (NGS Standard Products), default = SP3
Orbit organization 3-char code for processing agency for export orbits
Reference System for Orb 5-char code for Earth-fixed reference system for export orbits
MIE. paraneters
Antenna Model NONE: No model for phase-center variations (default)
ELEV: Elevation-dependent model in antmod.dat.
AZEL: Elevation- and azimuth-dependenet model in antmod.dat
Tide Model Binary coded: 1 earth 2 freq-dep 4 pole 8 ocean default=7
Earth Rotation Diumal/Semidirunal: Binary coded: 1=pole 2=UT1 4=Ray model default=7
Yaw Model SV yaw used from svnav.dat; YES/NO default=YES
Use |ile Reference clock polynomial; YES/NO default= YES
SO VE paraneters
Estimate EOP Binary coded: 1wob 2 utl 4wobrate 8 UT1 rate; default 15
Wobble Constraint [pole] [pole rate] default=3.0.3 (arcsec) (arcsec/day)
UT1 Constraint [UT1][UT1rate] default=0.000020.02 (sec) (sec/day)
Select Epochs [start] [stop] o
Decimation Factor [factor] Default=1 (no decimation)
Hile solutions LOOSE-ONLY: Wirite only the loose solutions on the H-file (defautt)
ALL: Wiite both the constrained and loose solutions on the H-file
Correlation print Threshald for printing parameter correlations (default 0.9999)
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deaning paraneters
Clean Option AUTCLN: Use kf program AUTCLN for cleaning (default)
SINCLN: Use GAMIT program SINCLN
DBLCLN: Use GAMIT programs SINCLN plus DBLCLN
AUTCLN Command File [flename] Default none (use default options in AUTCLN)
Quiick-pre decimation factor Set (e.g. 10) to save time in autcin-pre SOLVE
Quick-pre observable Options same as Choice of Observable; set = LC to save time
Quick-pre elevation cutoff Set lower to see get low-el residuals flatter in AUTCLN postfit
AUTCLN Postit Yes/No to invoke postfit editing (requires an extra solution)
Edit AUTCLN Command File Add delete commands to autcin.cmd for bad clocks Y/N default=NO
Delete eclipse data POST: Add delete commands for 30 min after eclipse (defautt)
ALL: Add delete commands for eclipse and post-eclipse
lteration XFILES: Oniteration, un AUTCLN on original data (default)
CFILES: On iteration, run AUTCLN on previously cleaned data
NO: Do not delete data during or after eclipse.
SCANDD control BOTH: Run SCANDD after each solution (default)
IFBAD: Run SCANDD only if the nrms > 1.0
FIRST: Run SCANDD only after the quick solution
FULL: Run SCANDD only after the full solution
NONE: Do notrun SCANDD at all.
File handling

X-compress=YES

Delete allinput C-files

Delete MODEL input C-files
Delete AUTCLN input C-iles

Uncompress/compress X-files default=NO
YES/NO default=NO

YES/NO default=NO
YES/NO/Intermediate default=NO

Update T/L files T_AND_L (defaulf), T_ONLY,L_ONLY, NONE
(Applies only to update for full solution after quick)
Update tolerance Minimum adjustment for updating L-file coords, default 0.3 m

Run CTOX=YES Make clean X-files from CHiiles default=NO

Analysiscontrols TheType of Analysis , as discussed above abnostalwaysO-ITER
or 1-ITER . The most common use ®ITER would be in determiningorbits, wherehigh
correlationsrequire multiple iterationsto achieveconvergence. In this casethe initial
solution would be performedusing the "quick” algorithm in which SOLVE estimates
(implicitly) an extra bias parameterat eachgap or flagged (by AUTCLN) point in the
double-differencenbservationsyenderingthe parameterestimatedess accuratebut also
lesssensitiveto cycle slips. If you iterate,you mustdecidewhetheryou want to update
coordinatesonly, orbit only, or both for the secondsolution (see Update T/L files
underEile handlingin the explanationof Table5.1). PREFIT will generatebatchfiles for
ARC, MODEL, andAUTCLN, but not CFMRG or SOLVE. It is a convenientway to
generateC-files for inspectionwith CVIEW, trial editingwith AUTCLN, or for input to
MAKEJ when you have mismatched time tagsh@presenceof SA. QUICKwill generate
the standardO-ITER sequencebut set SOLVE for a "quick" solution. A separate
command,SOLVE-only , allows you to setup a batchrun from C-files, executingonly
CFMRG and SOLVE.As discussedibove,Data Status determinesvhetherAUTCLN
(or SINCLN/DLBCLN) is includedin the run. Among the Choice of Observable
selections, the only one nalreadyexplainedis L1&L2. With this choiceambiguitiesare
resolvedsimultaneouslyfor L1 andL2 (asin theL1,L2_INDEPEND option) but with an
ionosphericconstraintwhich remainsin the final solution. This option has not been
recently tested and so should be used with caut@@imice of Experiment Is discussed
above.
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Dataweighting For analystswho wish to experimentwith non-uniformweighting of the
phase dataseveraloptionsare available. If you are not estimatingorbital parametersand
expecta non-negligible contribution from orbital errors, you may wish to weight the
observationsaccordingto baselinelength, as describedby Bock et al. [1986] —see
Chapter2 for references].In this caseyou specify Station ~ ermor = BASELINE a b,
wherea is the constant component in mm @&ndhe baseline-length componentpartsper
million; the two terms are combinedquadratically. A second(and mutually exclusive)
approach is to assign errors accordinglevationangle: Staton  eror = ELEVATION
a b, wherea is again a constant ahd multiplies a term inverselgroportionalthe sine of
the elevation angle. The default values (4.3 and 7. ) are chosen (rather arlsuahiyat
an observatiorat 40° (the medianelevationof a typical sessionat mid-latitudes)has the
same weighaswith UNIFORM option with the one-wayL1 sigmaequalto 10 mm, and
an observatiorat 20° hashalf the weight. This option can be invoked on a station-by-
stationbasisby editing the SOLVE batchfile (seeSection7.5) but canonly be invoked
uniformly for all stationsfrom the sestbl. The most powerful and now recommended
option is to use weight the data by elevation angle basedon the actual scatterof the
residualsfrom eachstation. This optionis implementedvia a (new) N-file in which the
coefficientsa andb of the ELEVATION model have beenestimatedoy AUTCLN from
postfit editing. To invokehis option, specify AUTCLN postfit = Yes andUse N-file
=Yes in thesestbl. and insert the appropriapostfit-editcommandsn the autcin.cmd file,
as described earlién this chapter. With any of the threestation-weightoptions,you can
specify an additional term by which a particular satellite's observationscan be
downweighted. Setatellite error = UNIFORM a, wherea is a constantin mm to be
added quadratically to the station error.

Ambiguity resolution Theseinputsallow you signficantcontrol over the criteria usedto
resolve phase ambiguitiemnospheric Constraints specifiesthe constraintappliedto
the ionosphere in estimating théde-lane(L2—L1) phaseambiguity. In this input, unlike
mostof the othersin the sestbl., you mustfollow the format to the right of the = sign
exactly. Thetwo Ambiguity  resoluton  entriesspecifythe decision-functionand chi-
squaresearchparameterso be usedfor widelane(WL) andnarrow-lane(NL) resolution.
The fourth parametelis the maximum baselinelength (in km) over which you want to
attemptto resolveambiguities. Strategiedor choosingtheseparametersare discussedn
Section5.5. The Type of Biases entry specifieswhether ambiguity parametersare
carried through explicitly osolvedfor implicitly. SelectingIMPLICIT reduceshe size of
the SOLVE output (Q-) file but precludes resolving ambiguities.

Atmospherigparameters Most of the entries faihis group were explainedin the standard
setup. The only additionalentry is Tropospheric Constraints , which allows you to

assumea spatial correlationamongzenith delay parameterausing the structure function

described byreuhaft and Lanyi [1986] (seeSection8.6). We havetestedthis constraint
in only a limited way (with slightly positive results). Itasrrently codedonly for a single
zenith-delay parameter per station.
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Orbit parameters The first two entries control whether or not ARCun to createa T-file
prior to the first MODEL runlgitial ARC ) and afterthe final SOLVE (Final ARQ. As
indicated above, you may surpressittital integrationif you alreadyhavea T-file. You
do not needto createa T-file from the estimatedorbital parametersinlessyou needit for
further processing or wish to create an $ile3for export. The nextentry setsthe inertial
framefor the orbital integrationin ARC, the orbital ephemerideshemselvegqT-file), and
the calculation of théheoreticalobservablan MODEL. In afundamentakensethe frame
is arbitrary; as long as you transform coordinates and ephemerides consistemnggnthe
Earth-fixed and inertial frames, the choice of inertial frame mattersonly if you are
combininginertial orbital parametersvith those from an external source. The current
conventionfor astronomicaland IGS use is the equatorand equinox of Julian epoch
2000.0, designated J2000 acwirespondingo Oh UTC on 1 January,2000. If you plan
to use G- or T-files from SOPAC and/or you are starting aneyu processingand want
to be consistent with the rest of tverld, you shouldspecify J2000,which is the current
GAMIT default. The default for releases 9.4 or eanvas 'B1950', designatingBessilian
epoch 1950.0. You should specify this if you wish to repeata solution you have
previouslyrun. If you specify J2000but havea B1950 G-file (or vice versa),ARC will
automaticallyconvertthe G-file beforeintegrating,savingthe old file with an additional
extent (81950 or J2000). The next two entries specify the dynamiceiddelto be usedin
the integrationof initial conditions. The default gravitationalfield (Reference  system
for ARC = 1GS92) is from the IGS/IERS 1992 standardgsee McCarthy [1992] in the
referencesn Chapter2), but you can specify the WGS84 field if you wish to perform
comparisons with a DoD orbit. There are two commonly used modeaisfegravitational
("radiation pressure")accelerationson the satellites. Prior to mid-1995, GAMIT and
SOPAC orbits were generatedwith "spherical" or "flat-plate” model that had three
adjustable parameters: coefficients representing a "direct" (Sun-facing), "yd@sjthe
spacecrafy-axis), and"z" (alongthe Earth-facingspacecraftixis) accelerations.A more
comprehensive and demonstrably better madek9 adjustableparametersncluding both
constantand once-per-revolutioraccelerationgas describedby Colombo [1986]). The
particular form of this modele employis closeto that describecby Beutler et al. [1994]
andhenceis designatedBERNE Theseand two other modelsavailableare describedin
Section7.2. Thelasttwo entriesin this group control the integrationstepsizeand T-file
tabularinterval. The defaultfrom release9.2 forward is a 75-secondstepsizeand 900-
second(15-minute)tabularinterval. Thesearereducedfrom the former 168-secondand
1350-second (22.5-minute) intervals to provide consistency with IGS standémrelgare
differences between a 75-secondand 168-secondintegration stepsize for eclipsing
satellites—up to 20 cm over 1 day (12 hrs from a midpoint epoch) and up to®@cfh
days. The differences(errors)for someeclipsing satellitesin the 75-secondntegration
compared with one with a 150-secastdpsizearelessthan5 cm over 1 day but up to 30
cm over 3 days.The tabularspacingcanremainat 15 minutesfor thesesmallerstepsizes
providing the former is an integer multiple of the latter. Tihal group of entriesare used
if you wish to createan NGS SP#1 or SP#3format ephemeridile from the final ARC
integration(doneroutinely at SOPACprocessingout rarely elsewhere). The 4-character
Orbit id getsusedin the exportfile name. The Orbit  organization and Reference

14 February 2002



Chapter 5 14

system for Orb arewritten onto the headerof thefile (seethe SP#1and SP#3format
descriptions). Since theseare Earth-fixed orbits, the referencesystem refers to the
terrestrialframe usedto definethe stationcoordinatesn the GAMIT or GLOBK solution
(e.0.1ITR94 for ITRF94).

MODEL parameters Besides the antennas phase-center model (Antendal),discussed
above,thereare controlsto specify the model usedfor solid-Earthtides, Earth rotation,
satelliteyaw, and receiverclocks. Tide Model is binary codedto allow inclusion of
constant-Love-numberdes ("1" bit), the frequency-dependerfk ) radial tide (2" bit),
pole tide ("4" bit), andbcean-loadingffects("8" bit), all modeledaccordingto IGS 1992
standards. The default (= 7) is to include the direct solid-Earth tide, including the
frequency-dependemerm, andthe pole tide. We do not yet haveocean-tidecomponents
for a sufficient number of stations to inclutheesein the model. Earth Rotation allows
you to disablethe additionof diurnal and semi-diurnatermsto the UT1 and pole angles
readfrom tables. With Release.8, we havechangedrom an older model[Herring and
Dong, J. Geophys. Res., 99, 18071. 1994] to a more recentone [J. Ray, private
communication,1998]. In order to distinguish these models in the GAMIT output
(including h-files for GLOBK), we added a third bit ("4'9¢ that the currentdefaultvalue
is7. Yaw Model allows youto disablemodellingof satelliteyaw (rotationof the antenna
away from the Earth-pointing positionyVith the modificationsin Released.7 of the yaw
code to havall stationsreada commontable of yaw values,we havefound no casedor
which the yaw model degrades the solutjahich occasionallyoccuredbeforein regional
processingdue to different stations getting different yaw angles becauseof different
satelliterise times). Finally, you havethe option (Use Ifile ) of notincluding in the
theoreticalobservablea piece-wisepolynomial model of the station clock, computedby
FIXDRV from the K-file sampleswritten into the I-file. Since the receiver clock rate
cancels in double differences (all channels are sampled simultaneaushgsnot needto
be modeled. However, using the I-file is recommendedo preventnumericalproblems
which sometimes occur in SOLVE if there is a large station clock drift and &g the
data from a satellite (from its setting and then rising agaiie only time you might want
to omit the I-file is if you haveinadvertentlydeletedit or the K-files and don't want to
recreate them using MAKEK or MAKEX.

SOLVE parameters Estimationof Earthrotation parametergEstimate =~ EOBP should be
considered in most analysess discussedbove. The estimationcontrolis binary coded,
with the "1" bit used for pole position, the "2" bit for UT1 offsets, thebidfor pole rate,
andthe "8" bit for UT1 rate. The units of the a priori constraintare arcsecondsand
arcseconds patay for pole and (time) secondsand (time) secondger day for UT1. By
default, corrections to the constant and rate of UT1 and pole pasigestimatedor each
session(Estimate  EOP = 15) but you may want to tighten the constraintsif you have
only regional data iryour analysis. The two remainingcommanddor SOLVE allow you
to use only part of thdata,eitherfor sensitivitytestsor to reducethe run time. To usea
partial span,enterthe stop and startepochnumbers(determinedrom the X-file or using
CVIEW) afterSelect epochs = . To useonly everynth point setDecimation  factor

= n. Thesetwo controls may be usedtogether. H-ie solutions  controls what
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solutions are written into the H-file for use ®.OBK. The defaultis now to write only
the two (biasesfree and biases-fixed)loosely constrainedsolutions, not the solutions
produced by the input GAMIT constraints, in order to reduce the size of the HHilgsu
need to have the constrained solutions in the H-file (e.gddbuggingor post-processing
with FONDA), then you should specifyi-file solutions = ALL

Cleaningparameters.There are eightontrolsfor cleaningthe data—severisted hereand
one under File ControlClean Option  specifies what programs are used. AUTCLhis
defaultandrecommendedh all casesput the useof the old GAMIT-directory programs
SINCLN and DBLCLN is explained in Appendix 6l'he useof AUTCLN Command File,
AUTCLN Postfit, and the File Control entrpelete AUTCLN input C-files hasbeen
discusseckarlierin this section. Edit AUTCLN Command File  invokesan option for
scriptsh_autedit to extract messageboutclock errorsfrom the P-file createdby MODEL
andto addcommandgo autcin.cmd  to deletethesedatain cleaning. With the current
AUTCLN, this option should never be needed. There are three options for handling
eclipsedata,implementedby editsto the AUTCLN commandfile invoked by sh_autedit.
The default is Delete  eclipse  data = POST which will unweight observations
occuringduring the first half-hourfollowing an eclipse,the period during which the yaw
model always failsALL will unweight data during the eclipseagll, andNOwill keepall
of the data. The lIteration commandcontrols whetherthe secondMODEL/AUTCLN
sequence in a 1-ITER or 2-ITER run uses the original X-fdeault) or the C-file created
from the last run. Finallysincea SCANDD run is one of the mosttime-consumingparts
of the processingand may be usefulonly at the end, andthenonly when the normalized
rms from SOLVE suggestghe presenceof cycle slips, SCANDDcontrol  allows you to
specify when irthe batchsequenc&SCANDD getsexecuted. For uncleandata, FIXDRV
alwayswrites a line for SCANDD into the batch file after each solution, but SCANDD
control  determineswvhetheror not it is dummiedby a commentcharacter(#). With
SCANDDcontrol = BOTH(the default), SCANDD will be executedunconditionallyafter
the quick and full solutionsOption FIRST causesexecutionafter the quick solutiononly,
FULL after the fullsolutiononly, and NONEafter neither. Option IFBAD will write into the
batchfile cshcommanddo look at the normalizedrms in the Q-file; only if the nrmsis
greater than 1.0 will SCANDD be run.

File handling These entries allow yaaomecontrol over the files usedor createdn your
batchrun, and hencethe amountof disk spacerequiredto processa survey. If X-

compress = yes, then the batchscript will expectthe X-files to be compressedt the
beginningof the run andwill compresghemagainat the end. The nextgroup of entries
allows you to delete the input C-files from one or mamecessingsteps. The defaultis to
saveall C-files so that you checkthe editing for eachinteration. At the other extreme,
settingDelete all input C-files = yes will assurethatno morethantwo setsof C-
files are resident at the same time and will leave only the last set on the dis&rad.tfihe
update T/L  files commandallows you to usethe adjustedvaluesof coordinateand/or
orbital parameters in successive iterations. fflestcommandcasefor mostusersoccurs
when you want to update the coordinates for new stations for postfit eatithig orderto
achieve final adjustments are withitirgear rangefor least-squaresstimation(seeSection
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4.2). In this caseyou would setupdaateT/L files = L-ONLY and use the update
tolerance command to limit theipdatego thosestationswith large adjustmentgdefault
is 0.3 m). Finally Run CTOX = yes createsat the end of the run a setof X-files with
cleaned data, allowing you in principal to delete the last set of C-files iigeeno further
needto re-run SOLVE with different constraintor to examinethe post-fit residualswith
SCANDD or CVIEW. The correctly edited data on these X-files can be usadasquent
inputs to GAMIT processing withata status = clean

The form of the site control tableiftbl. ) is shown below. The columns occupledeach
entry areindicatedby the keywordsand dashesat the top of the file, and sincetheseare
used toreadthe entries,the orderis arbitrary. Most of the entriesare also optional, with
the required information picked up from defaults or from corresponding (station-
independentgntriesin the sestbl. The examplebelow shows the most commonly used
entries; the omitted ones specify the atmospheric models and are described in Chapter 8.

STATION FIX —COORD.CONSTR.- -EPOCH- CUTOFF CLK KLOCK CLKFT APHS
SAFE San Femando NNN 100. 100. 100. 001- * 100 NNN 3  NONE
WSFDWSFDGPS NNN 0.01 001 001 001- * 100 NNN 3 L NONE

YKNF YELLOWKNIFE NNN 0.01 001 0.01 001-* 100 NNN 3 L NONE
RICHRICHFRPA NNN 0.05 0.05 010 001-* 100 NNN 3 L ELEV
TROMTROMGPSM  YYY 500 500 500 001-* 100 NNN 3 L AZEL

The table may contain any number of stations, whether usbd @xperimentor not. The
4-letter code must match that usedhe D-file; the 12-letterdescriptoris arbitraryandnot
used (the full station names fthre g-file arereadfrom station.info). The third column(in

the exampleshown) indicateswhich, if any, of the three station coordinatesare to be
fixed/free {f/N) in the solution. Deletingthe datafrom a stationthat appearsn the D-file

donemustbe doneby usingthe exclude command,jnsertedinto SOLVE batchfile (see
Section 7.5). Anwa priori coordinate constraintare given under COORD.CONSTHN units
of metersfor latitude,longitude,andradius. Whetherone usescoordinateconstraintsor

not is specified ikestbl. (as described earlier). You should thirdeefully aboutthis entry
since this is your opportunity to define the reference system for the analysiadiyaining
the coordinates of one or more fiducial statiotisyou planto useGLOBK for your final

analysis, you should avoid absolutefixing of any stations, but rather use a priori

constraints.

You canrestrict the numberof observationgo be used from one or more stationsby
specifying a range of epoch&POCH or changingthe elevationcutoff ( CUTOFF). In the
current version of the software any modificationeR®CHr CUTOFFwill apply globally to
all sessions.

The next three entries control the way the receiver clock is handled. The CLK entry
indicates whether or not an offsedte, or acceleratiortermis to be estimatecoy SOLVE.
Almost always the answer i#8o" ( N ). KLOCK selectsthe way the clocks are modeled
and can be quite importantfor certainreceivers. For all receiversexceptMiniMacs you
shouldnormally selectoption 3 to indicatethat the receiverclock offsetis to be estimated
epoch-by-epoclusing the pseudorangéseeSection4.7), andthat the effect of oscillator
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variations on the phase is to tmedeledwith a low-orderpolynomial. Sincethe MiniMac
receivers keep their clocks synchronizeith the GPS satellites,it is preferableto assume
an offset of 0. by selecting optian Thethird option( 2 ) usesthe low-order polynomial
for both the epoch offset and oscillator variations. This appredcimodelreceiverclock
offsets as well as will Option 3 if the receiver clock stability is sufficient (better-tHdare)
to keep deviations from the polynomial less than 1 microsettondghoutthe observation
span. The crystalsin the TI 4100and MACROMETER II usually meetthis requirement
but thosein the newerlow-powerreceiversdo not unlessthey are locked to an external
atomicoscillator (as at somelGS tracking stations). The order of the polynomial to be
used by FIXDRV maybe specifiedunderCLKFT aslinear ( L ) or cubic( C ), or left for
FIXDRV to decide from the fit by leaving this column blankKIHOCKis not specified,the
the way the clock is handledis determinedby the receivertype, with all receiversexcept
MiniMacs set to option 3 (epoch-by-epoch estimation).

The final column shown in the examplefas invoking a modelfor variationsin the phase
centerof the receivingantenna( APHS). The use of a model for all stationscan be
controlled using theestbl. entry, but thesittbl. entries override theestbl. if the former are
present. So to avoid confusioygu may wantto omit this columnfrom the sittbl. except
for those analyses in which you need to control the model separately for each station.

The usualway to run FIXDRV is to give the name of the D-file as a command-line
argument. In this case, there are no further prompts necessary. If an I-file exafitat
used; if not, it will be created by fitting polynomials to the clock values given iKfiles.

If you wish to choosean alternatel-file, or recreatethe I-file eventhoughit exists, you

should run FIXDRYV interactively by not specifying the D-file as a commandaligament.
In this case, FIXDRV will prompt you for the name of the D-file. It will then ask wbat
wantto do aboutthe I-file: usethe old one, savethe old one and createa new one, or

overwrite the old one. Most of the time you probably want to 'tdeeld one" (option 3)

and avoid a time-consumingrecalculationof all the clock coefficients, but if you have
addeda stationto the D-file sincelast running FIXDRV or have updatedthe K-file by

rerunningMAKEX or MAKEK with improved station coordiantesyou should createa

new I-file.

When you run FIXDRYV to create an I-file, you will get a display eachstationindicating

how well the station clock (as representedy the values in the K-file) fits a linear

polynomial and a cubic polynomial that also includes "steps” representingunexpected
clock jumps or, for manyeceivers programmedesetsof 1 or 2 millisecondsto keepthe

samplingtime synchronizedwith GPS time. Typical rms valuesfor field receiversare

severalmillisecondsfor the linear fit (without jumps) and 50-1000 microseconddor the

cubic fit with jumps. Seethe discussionin Chapter4.10 to determinewhether larger

values may cause problems in your processing.
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5.3 Executing the Batch Run

The output of FIXDRYV is a command file (shell script) namfgskpmt}. bat which invokes
the GAMIT modulesin the appropriateorderfor the type of analysisyou have requested
(seethe exampleon the following page). To executethe analysisrun in foregroundtype
csh {batch file name}; in background type@pat {batch file name}. (If your systemrecognizes
the batchfile asa commandfile [use chmod +x underUNIX], you canof courseomit the
csh when running in foreground.) All of the required moduleswill then be executed
automaticallyto perform the processingsequenceyou have defined with FIXDRV.
Beginning with release 9.5, the first lines of the batch file remove any exigis¢pgging
the status of the batch run (GAMIT.status) and warnings (GAMIT.warning) Or aborts
(GAMIT fatal). Most messagegeneratedy the GAMIT modulesand AUTCLN are now
written into thesdiles insteadof directly to the screen(or b{ expmt}. bat.log if the job was
executedusingthe gbat). They provide a convenientmethodof determiningif a GAMIT
run executedsuccessfully. During execution, you can monitor the progressof a
backgroundjob by typing tail GAMIT.status. The first code now executedby ARC,
MODEL, CFMRG, and SOLVE is a checkfor the existenceof GAMIT fatal; if it's found,
indicating that the previousstepin the batchsequencédasfailed, the currentmodule will
terminate also.This featureis designedo avoid the commonproblemof overlookingthe
failure of a previous step in evaluating the success of a run.

For most ofthe modules,the commandreferences secondaryB-file containingthe input
stream for one execution of the specified mod#achinput streamcontainsrepliesto all
the queriesthat the userwould encountemwhen runningthe module interactively. In the
caseof AUTCLN, there are command-lineargumentsratherthan a secondarybatch file
given. ForAUTCLN, theseargumentsarethe commandfile name(optional),a character
indicating whether input C-files are overwritten (* .") or the 6th character incren{éntgd
and the name of a D-file (to be read for @ile names)andthe 6th characteiof the input
C-files (which may be differentfrom the namesin the D-file). (See Chapter7 for more
detail.).

The sequenceof programexecutionsis listed in the primary B-file and the individual
responsesrelistedin the secondaryB-files. An exampleof a primary B-file for a 1-

ITERATION analysis with postfit editingy AUTCLN is shownbelow. It is usuallymore
efficient for regional networks to perform a O-ITERATION analysis, repeatingit if
necessaryto correctproblems,we show the 1-ITERATION casehereto documentthis

feature of GAMIT. In this example, we have gptlate T/L files = L _ONLYsSincewe
do not expect to improvihe orbit from the regionaldata;andwe havesetDelete input
AUTCLN C-files = | , indicating that the only time a second set of C-files is retainied is

the postfit editing step, avoiding an unnecessary rerun of MODEL.
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bvent7.bat

#! /bin/csh

# Remove any existing GAMIT .status, .warning, .fatal files
fbin/rm GAMIT .status

/bin/rm GAMIT.warning

/bin/rm GAMIT fatal

#

# Initial orbital intergration

arc <bvent7.001

#

# Generation of yaw file

yawtab yvent7.278 tvent7.278 yventt.278 120
# Initial O-Cs and editing

model < bvent7.002

model < bvent7.003

model < bvent7.004

model < bvent7.005

model < bvent7.006

model < bvent7.007

model < bvent7.008

sh_autedit -base autcln.cmd -autecl arcout.278 278 N 30
autcln autcln.cmd.prefit . dvent7.278 7 >! autcln.out
mvcf 7 a

#

# Quick solution

cfmrg < bvent7.010

solve < bvent7.011

sh_check_soln quick 1.0

#scandd < bvent7.012

model < bvent7.013

model <bvent7.014

model < bvent7.015

model < bvent7.016

model < bvent7.017

model < bvent7.018

model < bvent7.019

autcln autcln.cmd + dtest7.278 b >! autcln.out

#

# Full solution

cfmrg <bvent7.021

solve < hvent7.022

#

# Post-fit editing and solution

mvcfbd

/binfrm c???7?¢.??7?

sh_autedit -base autcln.cmd -autecl arcout.278 278 N 30
autcln autcln.cmd.postfit . dvent7.278 d >! autcin.out
mvcfde

/bin/cp mventa.278 mventa.278.autcl

cfmrg < bvent7.024

solve < bvent7.025

#

# Scan the residuals

scandd < bvent7.026
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Listed below are explanations for each module execution in the batch file.

ARC Generatean orbital ephemerigT-file) with partialsusingasinitial conditionsa G-
file produced bysh_spa3fit, sh_bctot, or copiedfrom SOPAC. This stepcanbe skippedif
you've already created a T-file usigtgsp3_fit or sh_bcfit or copied one from SOPAC.

YAWTAB Generate a table of yaw values for eachgb¥achobservatiorepochusing
as input the T-file and short table of yaw values written by ARC.

MODEL Compute prefit residuals ("O-C's") and partial derivatives for the
observations on each X-filereateC-files with the samenames(exceptfor the first letter)
as the X-files.

AUTCLN Read the C-files output by MODEL and search for cycle slipsoatigkrsin
the pre-fit one-way and double-differenceresiduals, inserting extra biases at all
guestionablegaps;createthe "a" seriesC-files (i.e., with the year digit replacedby "a")
with these corrections to the phase data and prefit residuals.

CFMRG Set up the M-file for the least squares fit: define and selegiatt@@neterso
be adjusted and the C-files to be read.

SOLVE Perform a least-squaresestimate of station coordinates and orbital
parametersupdatethe M-file with the parameteradjustments(in order to edit post-fit
residuals); writeghe"a" L-file with an adjustedsetof coordinatesandthe "a" G-file with
an adjusted set of orbital initial condition$he M-file and Q-file from quick solutionsare
always named with the sixth character "1".

SCANDD Using the updatedM-file to create predicted post-fit'residuals,scan all
double-differencecombinationgo producea summaryof potential cycle slips remaining.
This step has been commented out by FIXD&RWewe set SCANDDcontrol = FULL to
indicatethat SCANDD (a time-consumingstep)shouldbe executedonly at the end of the
full solution.

MODEL RecomputeD-C's and partialsfrom the original X-files using the new L-
file. Create "b" series C-files.

AUTCLN Re-cleanthe data using the flatter residualsobtained from the iterated
coordinates and orbits. Output "b" series C-files.

CFMRG Createa new M-file with the namesof the "b" seriesC-files; the "regular
solution" M-file always has "a" as its sixth character.
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SOLVE Perform a least-squaresestimate of station coordinates and orbital

parametersattemptingto resolve phaseambiguitiesif specifiedby the type of analysis.
This executatiorof SOLVE will alsoupdatethe M-file with the parameteradjustmentsn

order to viewor edit the post-fit residuals. It will alsowrite overwritethe "a" L-file and
create a "b" G-file. Like the M-file, the Q-file from the this solutioma@medwith the sixth

character "a".

AUTCLN Re-cleanthe data using residualsflattened by the 'predicted’ parameter
adjustments on the M-file. The inpGtfiles arethosegeneratedy the MODEL run input
to the last AUTCLN and SOLVE runs (the "b" series now renamed "d").

CFMRG Regenerate the "a" M-file for the final solution.
SOLVE Repeat the full solution with the re-edited data.

The shellscript executedjust before each AUTCLN run copies a "base" AUTCLN
commandfile (specifiedby autcin_cmd in the sestbl., usually autcin.cmd) into either
autcln.cmd.prefit Or autcln.cmd.postfit, uncommentingn the latter casethe commandsfor
post-fit editing (see Section6.2) and in both casesadding (optionally) commandsto
exclude data corrupted by eclipsBsléte eclipse data in thesesthl.).

There argwo importantprinciplesto remembetusing batchfiles to carry out an analysis.
The first is that you often need to exert control over the exechji@mommentingout (with

# signs) certain linesf the primary B-file. Whenyou executeyour initial batchrun, you

may want to comment all of the command lines after the first SOLVE in twdespectthe

quick solution before reintegrating the orbit, re-MODELIing the observations,and
performing the regular solution. There are many things—some bgyamaontrol, some
you should have caught but didn't—that can cause the quick solution to {(s=68dction
5.4). Another exampleof the needto commentcommandlines is when you have
previously runARC anddon't want to repeatthe integrationat the beginningof the batch
solution, or when you want to postponethe final ARC integrationuntil after you have
inspected the Q-file from yowolution (thoughboth of thesecontrolscan be implemented
usingsestbl. commands). Finally, if your batch rdails in the middle for any reason,
you can comment theommand-lineghat have executedsuccessfullyand continuethe run

after the interruption.

The second important principt®ncernghe namingconventiondor the variousfiles. Of
mostconcernarethe C-file names. FIXDRV will establisha sequencavhich increments
the sixth character each time a new C-file is written. In the cleaning seq(@btas, 1-
ITER, or 2-ITER ) the C-files written by the first MODEL run will begin with the year
number, e.g., "7" for 1987, and the sequence will continue "a"etb!",(With AUTCLN
the incrementings doneusing a"+" ratherthana"." in the commandine if you do not
wish to delete the input C-files, or using thecf (or copyc ) script torenamethe files.) If,
for example,you chooseto by-passAUTCLN (by commentingthe commandline) and

perform manual editing witCVIEW, thenyou shouldrequestCVIEW to write outputC-
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files with the sixth characterincremented(this is an easy and natural procedure—see
Chapter 6). Then you can continue the batch sequence witarang to edit the namesof
the C-files in the secondaryB-files for MODEL and CFMRG. Specialrulesapply for O-
ITER with cleandata runs, in which only one setof new C-files is created. In orderto
accommodate multi-session solutions within a single day, the output C-file from MGDEL
the sameasthe input X-file. Thusif your input X-files are namedwith 6th character'a”
and "p", for example, designating "am" and "pm" sessithreseletterswill be retainedin
the C-file. The O-ITER optionswith cleandata(only) alsoallow for C-files ratherthan
X-files in the D-file; in this cas¢he C-files outputby MODEL will be incrementedy one
letter (e.g. "a" =>"b", "p" => "q")lt is partly becausef the inherentcomplicatonof file
naming(but also to reduceprocessingime) that many analystsprefer to use always 0-
ITER (no quick solution), just repeating it with updaterdinatesor orbits if the a priori
values of these are sufficiently bad to cause problem&UWAICLN or adjustmentghat are
outside of the linear range (see the discussion in Section 4.2.

Table 5.2 below summarizes the assignment of the sixth character and dispdsh®G-

files for the most common processing sequences. Thefitgautor MODEL are assumed
to be X-files and hence always have the last digit of the year as their sixth character.
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Table5.2 6th character and disposition of C-filesin batch processing

Type of Analysis: QUICK

Initial O C and edit

MODEL in (X) yr
out yr

AUTCLN in yr
out a

Qui ck solution

CFMRG, SOLVE in a

1st iteration

MODEL in
out

AUTCLN in
out

CFMRG, SOLVE

2d iteration and/or

MODEL in
out

AUTCLN in
out

CFMRG, SOLVE

Postfit editing and

MODEL in
out

AUTCLN in
out

CFMRG SOLVE

final solution

repeat sol ution

1-ITER

yr
yr

yr

yr

o

2-ITER

yr
yr

yr
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O-ITER

[usually yr]
[same as X]
[incremented if C]

yr
a

a [yr if no AUTCLN]

yr

Finally, we display the contents of the secondary B-files created in our example:

File BVENT7.001 (ARC)

PRN 3

PRN 6

PRN 9

PRN 11

PRN 12

PRN 13

END

IGS92 BERNE 9000 75.0
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arcout.002
gvent7.002

87 232137 23.00000
87 916 3723.00000
Y
tvent7.002

File BVENT7.002 (MODEL)

S

pvent7.002
ivent7.002
vent7.002
xcato7.002
ccato7.002

N

tvent7.023

I

N

N

jvent7.002

077

15.0NONE
2yentt.278
1013.25 20.0 50.0
SAAS SAAS CFA CFA

File bvent7.021 (CFMRG)
BATCH

cato 4 letter station code
love 4 letter station code
moja 4 letter station code
pver 4 letter station code
safe 4 letter station code
wsfd 4 letter station code
yknf 4 letter station code

3689111213 Total PRN Numbers

Chapter 5

Static mode

Print fle

Station clock polynomial (I-) file
Coordinate (L-) file

Input X or C file

Output C-ile

Delete input C-file?

T-ie

Inertial frame

Use W-ile?

Use Z-ile?

Sateliite clock polynomial (J-) file
Geodetic datum/ Tide model / SP Earth rotation
Elevation angle cutoff / Antenna model
Clock model/ Yaw file

Pressure, temp, humidity

ccatoe.278 CHile
Clovee.278 CHile
cmojae.278 CHile
cpvere.278 CHile
csafee.278 CHile
cwsfde.278 CHile
cyknfe.278 CHile

END

EEEEEEE

mventa.278 Mile

Y coordinate partials?
Y atmospheric partials? This should be hard wired

4444444 Numberzenith delay parameters
Y orbital partials?
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Y SV antenna offset partials?
Y gradient parameters estimated? (Y/N)

11111121 Numberofgradient parameters - Session 1

File bvent7.022 (SOLVE)

* << key-word-controlled batch file format >> *
*symbol " must exist in command lines as separator

*any non-blank character at first column means comment line

* empty after " means comment line too *

*

Part 1 - Files and Global Controls
operation mode: batch

owner. MIT

Qflename:  gventa.278
Hflemode: O
datumcode: O

Mile name:  mventa.278

quick solution choice:  full

biases: explicit

phase difference options: double difference

combinaionmode:  LC_HELP
bias search approach: decision function
search path: narrow lane
searchcriteria: 0.15 0.151000.00 10.00 500.

statandendepochs: 1225 1

set cutoff_elevation:

cutoff; all_sites 15.0

error model:

stn_error: al_sites uniform 10.0

sat_emor: all sats0.0

*

Part 2 — Parameters
set parameters:
estimate: all sitesall parameters
fix  all sitesclock
fix  all sitesgrad
estimate: all satsall parameters
fix  all sats clock radiation
fix  globalall_parameters
exitset:

*

Part 3 — A priori Constraints

set apriori constraints:
tight_apr_coord: cato 100.000 100.000 100.000
tight_apr_coord: love 100.000 100.000 100.000
tight_apr_coord: moja 100.000 100.000 100.000
tight_apr_coord: pver 0.010 0.010 0.010
tight_apr_coord: safe 100.000 100.000 100.000
tight_apr_coord: wsfd 0.010 0.010 0.010
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tight apr_coord: yknf 0.010 0.010 0.010
loose_apr_coord: all_100. 100. 100.
zenith delays: all_sites 4 PWL
tight_apr_zenith: cato 0.500 0.005 100.0
loose_apr_zenith: cato 0.500 0.005 100.0
tight_apr_zenith: love 0.500 0.005 100.0
loose_apr_zenith: love 0.500 0.005 100.0
tight_apr_zenith: moja 0.500 0.020 100.0
loose_apr_zenith: moja 0.500 0.020 100.0
tight_apr_zenith: pver 0.500 0.020 100.0
loose_apr_zenith: pver 0.500 0.020 100.0
tight_apr_zenith: safe 0.500 0.020 100.0
loose_apr_zenith: safe 0.500 0.020 100.0
tight_apr_zenith: wsfd 0.500 0.020 100.0
loose_apr_zenith: wsfd 0.500 0.020 100.0
tight_apr_zenith: yknf0.500 0.020 100.0
loose_apr_zenith: yknf0.500 0.020 100.0
tight_apr_grad: cato 0.030 0.030
loose_apr_grad: cato 0.030 0.030
tight_apr_grad: love 0.030 0.030
loose_apr_grad: love 0.030 0.030
tight_apr_grad: moja 0.030 0.030
loose_apr_grad: moja0.030 0.030
tight_apr_grad: pver0.030 0.030
loose_apr_grad: pver 0.030 0.030
tight_apr_grad: safe 0.030 0.030
loose_apr_grad: safe 0.030 0.030
tight_apr_grad: wsfd 0.030 0.030
loose_apr_grad: wsfd 0.030 0.030
tight_apr_grad: yknf0.030 0.030
loose_apr_grad: yknf0.030 0.030

* units are ppm for elements, percent for rad parms
tight apr_orbit: all _1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.E03 1. E-03 L.E-03 ..
loose_apr_orbitall_10. 10. 10. 10. 10. 10. 1000. 1000. 2000. 1000. 1000. 1000. 1000. ..

exit set:
*
——Part 4 — Session Options
set session_1 options:
include: ~ all sitesall sats
error model
stn_enmor: all_sites uniform 10. 0.0
sat_emor; al_sats 0.0
noise file name:
atmosphere constraint. N
ionosphere constraint. 0.0 1.0

wide lane ambiguity criteria: 0.15 0.15 1000.0 10.00 500.0
pseudorange ambiguity crtieria: 0.05 0.05 1000.0

exit set

*

Part 5 — Solution Options
settight_free solution option:
print out solution:  g-file ofile
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update file option:  m-file Hile g-file
input_mfile name: mventa.278
output_ mfile name: mventa.278
input_I file name:  vent7.278
output_Ifile name: venta.278
coord upd tol:  0.03
input_g file name:  gvent7.278
output_gfile name: gventa.278
correl_prt: 0.999900

exit set:

*

set tight fix solution option:
print out solution:  g-file ofile
update file option:  m-file Hile g-file
input_ mfile name: mvent1.278
output_ mfile name: mventl.278
input_I file name:  vent7.278
output_Ifile name: venta.278
coord upd tol:  0.03
input_g file name:  gvent7.278
output_gfile name: gventa.278
correl_prt 0.999900

exit set:

setloose_free solution option:
update file option:

exit set:

setloose_fix solution option:
print out solution:

exit set:

5.4 Evaluating the Solutions

Therearetwo first-order criteria for determiningif a solutionis acceptable: 1) are there
adequatalatato performa reasonabl@stimate,and 2) do the datafit the modelto their
noise level. Therimary indicatorthatthe first criterion hasbeenmetis the magnitudeof
the uncertainties of the baseline components. If tagsiargerthanyou expectwith the a
priori constraintsyou have appliedto station coordinatesand orbital parametersthen a
quick look in the Q-file or autcin.sum file will usually revealthat large quantitiesof data
havebeendiscardedoy AUTCLN. For the secondcriterion, the primary indicator is the
"normalizedrms” (nrms) of the solution;i.e., the squareroot of chi-squareper degreeof
freedom. If the datawererandomlydistributedandthe a priori weightswere correct,the
nrms would be closeto unity. In practicewith the default weighting scheme,a good
solution usually produces a nrms of about 0.25. Anything lahger0.5 meansthat there
arecycle slips that havenot beenremovedor associatedvith extra bias parametergsee
Sections 2.1 and 6.1), or that there is a serious modeling problenbgéel ggordinatesof
the fixed stationsor an unmodeledsatellite "burn™). If the final solution of a batch
sequencemeetsthesetwo criteria, thereis usuallyno needto look carefully at any other
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output, thoughrms of (one-way) residualsin autcin.sum.post will tell you the relative
quality of stations in your network.

To illustrate the information available from the Q-fikeg useas an examplean analysisof
data obtained with 120s sampling over 8 hrs u3il4d.00 receiversin a 7-stationnetwork
in North Americaon day 278 of 1987. (This is the "standard"exampleprovidedin the
gamit/example directory;thoughthe resultsare less accuratethan with moderndata, we
retainit herefor consistency.) In this solution the coordinatesof threefiducial stations
(Palos Verdes, Yellowknife, and Westford) were giagmiori constraints of 10 mm.

Program SOLVE Version 9.88 99/04/16 09:30:00:00 (SunOS)

SOLVE Runon 1999/5/26 15:52:2
OWNER: MIT OPERATOR: vk

Geocentric Coordinates Option
Epochinterval: 1 - 225
Decimation interval: 1

LC solution with ionosphere constraint bias-fixing

Tracking stations:

1 CATO Castro Peak

2 LOVE LomaVerde P
3 MOJA MOJAVE GPS
4 PVER PVER7268

5 SAFE SanFemando

6 WSFD WSFD GPS

7 YKNF YELLOWKNIF

Satellites observed:
. PRN 3
. PRN 6
.PRN 8
.PRN 9
. PRN11
. PRN12
. PRN13

NogrwWNE

Cutoff elevation angle in SOLVE batch file (degrees):
Station Cutoff angle

1 CATOCastroPeak  15.00

2 LOVELomaVerdeP 15.00

3 MOJAMOJAVE GPS 15.00
4 PVER PVER7268 15.00

5 SAFE SanFemando 15.00

6 WSFD WSFD GPS 15.00
7 YKNF YELLOWKNIF  15.00

A priori receiver measurement error models and std devs in mm
Station Model Stddev Elev

1 CATOCastroPeak uniform 10.00 0.00
2 LOVE LomaVerdeP uniform 10.00 0.00
3 MOJAMOJAVEGPS  uniform 10.00 0.00
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4 PVERPVER7268  unifom 10.00 0.00
5 SAFE SanFemando uniform 10.00 0.00
6 WSFDWSFDGPS  uniffom 10.00 0.00
7 YKNF YELLOWKNIF  uniffom 10.00 0.00

A priori satellite measurement error std devs inmm
Satellite Std dev

1PRN 3 000
2PRN 6 000
3PRN 8 000
4PRN 9 000
5PRN 11 000
6 PRN 12 000
7PRN 13 000

A priori coordinate errors in meters
Station Latitude Longitude Radius

1 CATOCastroPeak  100.000 100.000 100.000

2 LOVELomaVerdeP  100.000 100.000 100.000
3 MOJAMOJAVEGPS  100.000 100.000 100.000
4 PVER PVER7268 0010 0010 0010

5 SAFE SanFemando  100.000 100.000 100.000
6 WSFD WSFD GPS 0010 0010 0010

7 YKNF YELLOWKNIF 0010 0010 0010

A priori zenith delay  Model = PWL

Station ZEN_APR (m) ZEN_VAR (m/sgrt(hr)) Comrelation time (hrs) # of delays
1 CATOCastroPeak 0500  0.005 100.000 4
2 LOVELomaVerdeP 0500  0.005 100.000 4
3 MOJAMOJAVEGPS 0500 0020 100.000 4
4 PVERPVER7268 0500 0.020 100.000 4
5 SAFE SanFemando 0500  0.020 100.000 4
6 WSFDWSFDGPS 0500 0.020 100.000 4
7 YKNF YELLOWKNIF 0500 0.020 100.000 4

A priori atmospheric gradient error in meters at 10 degrees elevation angle
Station North-South East-West

1CATO CastroPeak  0.01000 0.01000
2LOVE LomaVerdeP  0.01000 0.01000
3MOJA MOJAVEGPS  0.01000 0.01000
4PVER PVER7268 0.01000 0.01000
5SAFE SanFemando 0.01000 0.01000

6 WSFD WSFD GPS 0.01000 0.01000
7 YKNF YELLOWKNIF  0.01000 0.01000

Keplerian a priori orbital errors (dimensionless except semi-major axis (km))
Sat#  Semiaxis Eccen. Inclin. Asc.node Perigee M.anom. radl rad2 .. rad9

1 PRN 3 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05.. 1.0E-05
2 PRN 6 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05.. 1.0E-05
3 PRN 8 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05.. 1.0E-05
4 PRN 9 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05..1.0E-05
5 PRN11 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05..1.0E-05
6 PRN12 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05..1.0E-05
7 PRN 13 260.0000 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-02 1.0E-05 1.0E-05..1.0E-05
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Apriori SV antenna offset errors (m)
Sat# dX dY dz

0.100 0.100 0.100
0.100 0.100 0.100
0.100 0.100 0.100
0.100 0.100 0.100
0.100 0.100 0.100
0.100 0.100 0.100
0.100 0.100 0.100

~NOURAWNE

A priori pole position errors in arcs and arcs/day
Xp Xprae Yp Yp_rate
0.003000 0.000100 0.003000 0.000100

A priori earth rotation errors in sec and sec/day
UTl UT1 rate
0.000020 0.000100

Session 1

Stations used
1234567
YYYYYYY
Sateliites used
1234567

YYYYYYY

Assumed ionosphere error
constant: 0.0 ppm: 1.00

Cfle Elev Number of double differences for each satellite PRN
Cuoff 3 6 8 9 11 12 13

OBS 1CCATO7.278 15.00 142 191 33 199 137 55 191

OBS 2CLOVE7.278 15.00 291 457 93 420 306 110 391

OBS 3CMOJA7.278 15.00 220 46 26 26 21 96 207

OBS 4CPVER7.278 15.00 299 508 112 444 318 110 397

OBS 5CSAFE7.278 15.00 211 301 48 321 234 55 332

OBS 6 CWSFD7.278 15,00 61 350 126 259 263 35 164

OBS 7CYKNF7.278 1500 0 223 68 181 139 35 88

Fix dependent bias param. of index 223
Fix dependent bias param. of index 258
Number of good oneway phases: 4240

Number of single differences: 0
Number of double differences: 2335
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Inspection of the observation summary will rewealetheror not therewere adequatalata
obtained from each of the satellites to determine its ofbften thereare not from a single

session particularlyif it is lessthan24 hourslong or hasonly a continental-scalddicial

network. In the example shown, no doubitferencescould be formedwith Yellowknife
for PRN 3, so that its orbital parametersare poorly determinedfrom the data. The
summary of double difference observations is atgaortantbecausea small numberfor a
given stationor satellitemay preventresolutionof ambiguitiesfor combinationgnvolving
that station or satellite. The mesage neaetite Fx dependent bias pam. meansthatthe
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absenceof datafor certain station/satellitecombinationsforced SOLVE to "fix" (remove
from the solution) one or more ambigupgrametershatit had definedprior to readingin
the data. The message is no cause for concern.

The next part of the Q-file beginsthe display of information associatedvith ambiguity

resolution. The procedureinvoked by Choice of Observable = LC HELP is a

modification of the one discussed bgng and Bock [1989] (see Chapter 2 foeferences),
the primary differencesbeing the constraintof orbital and station parametersand the

simultaneousiseof pseudo-ranges determiningthe wide-lanebiases. This procedure
has six steps:

1) Usethe LC observabldo estimateall parametersincluding (real-valued)'biases”
for eachindependendoubledifferencecombination. This solution becomeshe "biases-
free" solution recorded in the Q-file.

2) Fix all geodetic parameters thie valuesestimatedn stepl), and estimateonly the
"wide-lane"(L2-L1) biases,this time using the L1 and L2 observationsseparatelywith
constraints on the ionosphere.

3) Using the algorithmsdescribedbelow, fix as many of the wide-lane biasesas
possible to integer values.

4) With the wide-lane biases determined in step 3) held fixeadthedeC observations
to estimate geodetic parameters and "narrow-lane"” (L1) biases.

5) Using algorithmssimilar to thoseusedin step3, fix as many of the narrow-lane
biases as possible to integer values.

6) With the narrow-lane biasesdeterminedin step 5) held fixed, use the LC
observationsto estimategeodeticparameters. This step producesthe "biases-fixed"
solution recorded in the Q-file.

Each of these steps can be best understood by reference to the@giiie If preciseP1
and P2 pseudorangesre not available, then the wide-lane ambiguity parametersare
separatedrom ionosphericeffects by constrainingthe differential ionosphereat each
epoch. Thevalueof 1 ppmis appropriatefor a relatively quiet ionosphere as might be
present in the daytime at mid-sotarcle, or at night nearsolar maximum(aswasthe case
here). Values of the ionospheric constraint as lar@epgsn can be effectivein resolving
wide-lane ambiguitiesand are realistic for daytime observationsnear solar maximum.
Using the ionosphericontraintsand precisepseudorangest available,SOLVE estimates
real-valued wide-laneambiguity parameterg'biases"). Theseparametersrethen "fixed"

to integer valuesising the decisionfunction and chi-squaresearchalgorithm describedoy

Dong and Bock.. The parameters (input or default) amécificalgorithm usedare echoed
in the Q-file:

Wide-lane bias-fixing criteria
deviation: 0.15 sigma: 0.15 decisionfunc.: 1000.0ratio: 10.0
== estimate and fix wide-lane (L2-L1) ambiguities =+=—
Algorithm: LC_HELP
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L2-L1 biases estimated from phases and ionospheric constraint using the decision
function and chi-square search. If a bias is not fixed using the decision function
and P2 pseudo-ange (PR) is available, the PR wide-lane estimate is used with the
PR decision function if

|PR estimate - phase estimate| < 0.4 cycle
Finally, for biases fixed with the decision function, the PR estimates overides if

PR estimate is a factor of two closer to an integer than the phase estimate.

For codeless receivers, half-integer values are allowed.

L1,L.2 estimate of biases with 1.0 ppm ionosphere constraint
All orbit, site and atmosphere parameters forced from LC

Chi2=0.32487E+05 Normalized rms=0.26569E+01 parameters= 68

— bias uncertainties scaled by nrms !

The three decision-functionparametersare the deviation from an integer (cutdev ) and
standarddeviation(cutsig ) that define the rounding areadescribedin Dong and Bock
(Figure 4 and Appendix A).The third parameteldecision  function ) is the inverseof
the probability for making a type 1 error (fixing tamibiguity at the wrong integervalue).
The decision-functionrounding algorithm is sensitiveprimarily to the value chosenfor
cutdev . Decreasing or increasing it from the defaaliue of 0.15 cycleshasthe effect of
making your resolution of ambiguities more or less conservatiMeughthe algorithmis
lesssensitiveto cutsig , it makessenseo changeit to matchthe value of cutdev when
specifyingtheseparametersn the sestbl. The fourth parameterisplayed(wirat ) is the
cutoff ratio for the chi-squaresearchingalgorithm that is invoked after rounding. The
currentcoding of this algorithm ignores correlationsamong the ambiguity parameters;
hencethe value of the ratio that representsa significant increasein chi-squareis very
sensitiveto the numberof parametersn the solution (i.e., the size of the network). The
default value of 10. is moderately conservative for most networks.

If a wide-lane ambiguity is not resolved with the decision function and precise
pseudoranges are available, the pseudorange estimate is als@ hesedteria for fixing a
real-valued estimate to an integer are that the uncertainty (sigma) of the estifeastHam
0.15 cycle, that the estimatebe within 0.3 cyclesor 3-sigmaof an integer, whicheveris
smaller,and that the differenceof the pseudorangeand phaseestimatebe lessthan 0.8
cycles. This last requirements to guard againsta spurious pseudorangesstimatethat
might be fortuitously close to anteger. The pseudorangestimateis allowedto override
the decision-function estimate if the former laasuncertaintylessthan0.1 cyclesandis a
factor of two closerto an integer. This situation would occur if a high ionosphere
degradedo phaseestimate. A warning is printed if both the phaseand pseudorange
estimates are apparently good but close to different integers.

If you want togive higher priority to the pseudorangestimate you canspecify a slightly
different algorithm identifiecas LC_RANGHN the sestbl.  input. With this algorithm, the
wide-lanebiasis fixed from the pseudorangestimateif the deviationis within 0.4 cycle
and not greaterthan 3-sigma. If these criteria are satisfied, no check against the
ionosphere-constrainezstimateis made. If not, thenthe decisionfunctionis invoked to
attempt to resolve the ambiguity.
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The uncertaintiebtainedfor the biasesin the wide-lanesolution are scaledby the nrms
(unlike the uncertaintiesstimatedn the completesolutions),so the ability of the decision
function to fix the biasesis reducedif the ionosphericconstraintis too tight. In the
example shown, the nrms is 2.66, a reasonablevalue for moderate ionosopheric
conditions. On the otherhand,if the constraintis too loose, the wide-laneuncertainties
will also go up becausethe estimator will be unable to separatethe wide-lane and
ionospheric parameters. For receivers that have no Prande,the widelaneambiguities
canassumehalf-wavelengthvalues, making separatiormore difficult. The uncertainties
from the pseudo-rangeolution are not influencedby the level of ionosphericerror and
should bereliableif the pseudorangebservationsare sufficiently precise(whenaveraged
over the session) and not corrupted by multipath.

Next follows a lengthy summar§gruncatedn this documentationpf the estimationof the
biasesfrom the ionosphere-constrainedl and L2 observations. In this solution, the
station and orbital parameterdave beenfixed at their valuesfrom an LC, biases-free
solution which SOLVE has performed but doed write to the Q-file until later. Firstin
the summary are the narrow-lane (L1) biases (desigBategd, which shouldtheoretically
be integersbut may not be closeto integersin this solution due to ionosphericerrors.
Following thesearethe wide-lane(L2-L1) biases(designatedB1L21), which becauseof
their larger wavelengthsare more likely to be closeto integersevenin the presenceof
ionosphericerrors. (The B1 in the designationrefersto "biasesfrom sessionl”.) For
brevity, we showbelow only the valuesfor the 19-km baselinebetweenLoma Verdeand
San Fernando (SAFE) and the 32-km baseline between Castro Peak and San Fernando.

Label (units) L1, 2 est. Uncertainty PR est. Uncertainty
196*B1L1 LOVE-SAFE 6-3 31933 0037
197*B1L1 LOVE-SAFE 6-8 151945 0046
198*B1L1 LOVE-SAFE 6-9 31982 0.029
199*B1L1 LOVE-SAFE 6-11 699 0029
200*B1L1 LOVE-SAFE 6-12 31905 0044
201*B1L1 LOVE-SAFE 6-13 0.006 0.031
202*B1L1 CATO-SAFE 6-3 11925 0038
203*B1L1 CATO-SAFE 6-8 66.810 0.049
204*B1L1 CATO-SAFE 6-9 11987 0030
205*B1L1 CATO-SAFE 6-11 4196 0.030
206*B1L1 CATO-SAFE 6-12 11936 0.045
207*B1L1 CATO-SAFE 6-13 0132 0032

231*B1L21L OVE-SAFE 6-3 4986 0.053 5949 0123
232*B1L21LOVE-SAFE 6-8 -34.007 0.065 -34.306 0.163
233*'B1L21LOVE-SAFE 6-9 5006 0.040 5233 0127
234*B1L21L OVE-SAFE 6-11 3005 0041 2748 0130
235'B1L21LOVE-SAFE 6-12 5012 0.062 -6.095 0151
236*"B1L.21LOVE-SAFE 6-13 0012 0044 0.704 0123
237*B1L21CATO-SAFE 6-3 0962 0054 -1240 0.188
238"'B1L21CATO-SAFE 6-8 -16.014 0.070 -16.751 0.238
239*B1L.21CATO-SAFE 6-9 0978 0042 -1316 0174
240'B1L21CATO-SAFE 6-11 0989 0.043 0698 0.182
241"B11 21CATO-SAFE 6-12 0926 0.063 -1.243 0.202
242*B1L21CATO-SAFE 6-13 0006 0045 0428 0174

Fix No. 234 bias from 301 to 3.0
Fix No. 233 bias from -501 to -5.0
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Fix No. 242 bias from -001 to 00
Fix No. 240 bias rom 099 to 1.0
Fix No. 236 bias rom 001 to 0.0
Fix No. 231 bias from 499 to 50
Fix No. 245 bias from 6.02 to 6.0
Fix No. 248 bias rom 001 to 0.0
Fix No. 247 bias from 499 to 50
Fix No. 232 bias from -34.01 to -34.0
Fix No. 238 bias from -16.00 to -16.0
Fix No. 239 bias from -097 to -1.0
Fix No. 235 bias from -5.02 to -5.0
Fix No. 237 bias from -096 to -1.0
Fix No. 243 bias from 6.02 to 6.0
Fix No. 246 bias from -1.95 to -2.0
Fix No. 244 bias from 16.05 to 16.0
Fix No. 241 bias from -092 to -1.0

— bias uncertainties scaled by nrms!

In the example shown, SOLVE resolvaitiof the wide-laneambiguitiesfor LOVE-SAFE

(Nos. 231-236)and CATO-SAFE(Nos. 237-242)using the decisionfunction with the

ionosphere-constrained phase estimate. In four tasghaseand pseudorangestimates
are inconsistent; in each of those the phase estimate was closéntgarand hencetook

precedent. The uncertainties in the pseudorange estimates woultkleaegactor of two

smaller had we used 30-s rather than 120-s sampling.

Nextin the Q-file is a summaryof both the narrow-laneand wide-lanebiasesafter the
resolutionof as many as possibleof the wide-lanes. The narrow-lanebias estimatesare
slightly changed, and have smaller uncertainties, but will be close to inte¢feeseparate
L1 and L2 solution only if ionosphericeffectsare small (asis in fact the casefor this
experiment). The main purposeof this summaryis to highlight the wide-lane biasesthat
have been fixed at integers and thoserégionalbaselineghat remainunresolved. Using
this summaryand the preceedingone, you should evaluatewhether or not it may be
possible to resolve the remaining (regional) wide-lane ambiguities by changing the
ionospheric constraint or editing the data. You can use CVIEW to integesidualsfor
the station—satellitecombinationsin questionto seewhether,for example,the departure
from an integer is due to an excursion in only part of the pass—in the ggtesatedue to
the ionosphere or in theseudo-rangestimatedue to multipath—inwhich caseyou could
unweightthe offending data. Note that the pseudorang@stimateis madeusing the full
one-way span of data for each station and satelliteagonultipath corruptionof the wide-
lane combinationmay not be visible if you display only double differencesin CVIEW.
(The use of one-wayatherthandoubly differencedpseudorang&vas institutedto handle
the high pseudorangaoise of early P-codereceivers. Future versionsof SOLVE will
provide the option of using doubly differencedpseudorangéo reducethe influence of
receiverrangebiasesandto makethe phaseand pseudorangefr eachdouble-difference
ambiguity parameter consistent.)
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= summary of wide-lane biases after fixing =
Label (units) L1, 2est. Uncertainty PR est. Uncertainty

196*B1L1 LOVE-SAFE 6-3 31940 0.026
197*B1L1 LOVE-SAFE 6-8 151942 0033
198*B1L1 LOVE-SAFE 6-9 31979 0.020
199*B1L1 LOVE-SAFE 6-11 6.993 0021
200"B1L1 LOVE-SAFE 6-12 31899 0.031
201*B1L1 LOVE-SAFE 6-13 0012 0.022
202*B1L1 CATO-SAFE 6-3 11944 0027
203*B1L1 CATO-SAFE 6-8 66.803 0.035
204*B1L1 CATO-SAFE 6-9 11908 0021
205*B1L1 CATO-SAFE 6-11 4202 0022
206*B1L1 CATO-SAFE 6-12 11973 0032
207*B1L1 CATO-SAFE 6-13 0.135 0023

231 B1L211 OVE-SAFE 6-3 50 5949 0123
232 B1L211 OVE-SAFE 6-8 -34.0 -34.306 0.163
233 B1L.21LOVE-SAFE 6-9 50 5233 0127
234 B1L211 OVE-SAFE 6-11 30 2748 0130
235 B1L21L OVE-SAFE 6-12 50 -6.095 0.151
236 B1L21LOVE-SAFE 6-13 00 0.704 0123
237 B1L.21CATO-SAFE 6-3 -10 -1240 0.188
238 B1L21CATO-SAFE 6-8 -16.0 -16.751 0.238
239 B1L21CATO-SAFE 6-9 -10 -1316 0174
240 B1L21CATO-SAFE 6-11 10 0.698 0.182
241 B1L21CATO-SAFE 6-12 -1.0 -1.243 0.202
242 B1L21CATO-SAFE 6-13 00 0428 0174

After determining as many gmssibleof the wide-laneambiguities, SOLVE fixes theseat
integer values and performsan LC (ionsophere-freeyolution for all of the geodetic
parameters and the narrow-lane bias parameters. This solution is identifeckbyword
summary preceeding it:

USER SOLN DIFF PHASE CONSTRAINTSBIASES PARAMETERS H-FILE
KEYS: DEFLT FULL DBLE LC NOIONATM FREE STN ORB ZEN NOCLK GCR

Thenfollows a list of the original X-files andthe C-files createdby the run, andthe data
statistics:

Ephemeris and survey data files (Qventa.278  1998/5/13 9:9:18)
TVENT7.278 XCATO7.278 CCATO7.278

XLOVE7.278 CLOVE?7.278

XMQJA7.278 CMOJA7.278

XPVER7.278 CPVER7.278

XSAFE7.278 CSAFE7.278

XWSFD7.278 CWSFD7.278

XYKNF7.278 CYKNF7.278
MERGE File: mventa.278

Double-difference observations: 2335

Epoch numbers 1to 225 Interval: 120s decimation: 1
Starttime: 87 10 5 14 37 59.080

Total parameters: 265 live parameters: 208

Prefit nmms: 0.11483E+03  Postfit nrms: 0.29527E+00
— Uncertainties not scaled by nnrms

Channelsused: 1 2 3 4 5 6 7
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568 568 311 753 765 338 937

Correlation coefficients greater than 0.999900: None

The predictedpostfit nrms for this solution was 0.29, aboutthe level expectedfor the
assigneda priori measuremenrgrror and the typical performanceof the T14100 receiver.
(If the datafrom eachbaselinewere usedindependentlythen you could use this nrms
value,alongwith the assignedneasuremenrgrror [nominally 10 mm in L1, implying 64
mm, or 0.3 cycles in LC] to compute the average rms of the residuals: 8.89 x 0.3 =
0.09 cycles [18 mm] in this case. AUTCLN in postfit madenputeshe rms valueson a
station-by-station basis—see Section 6.2.)

Next follows a listing of all the estimated parameterswith their adjustmentsand
uncertainties from the bias-free solution. The station coordinates have the form
Label (units) aprioi  Adjust(m) Formal Fract Postfit
1*CATO GEOC LAT (dms) N33:54:26.75445 -0.0050 00127 -0.4 N33:54:26.75429

2*CATOLONG (dms) W118:47:08.75979 0.0078 0.0266 0.3W118:47:08.75948
3*CATORADIUS (km) 6372.2845106000 0.0225 00434 05 6372.28453315

The parameter adjustments and formal uncertainties are given in units of nredetrs. is
the adjustmentas a fraction of the formal error. Scanningthesevaluesin the solutionis
useful to spot anomalous adjustments and also tells you whether you need to itace in
to achieveadjustmentsinaffectedoy non-linearitiesin the partial derivatives(see Section
4.2). The uncertainties atlee formal errorsof the leastsquaredit basedon the assigned
data weighting. They have not been scaled by thesteriori varianceof unit weight (the
nrms) since (temporal)correlationsamong phaseobservationsusually rendersthis value
unduly optimistic. The uncertaintiesof the coordinatesof station CATO (Castro) with
respectto the nearestfixed station (PalosVerdes,50 km away, in this example)are of
order 1-4 cm, acceptable values for a single-session solutiom vatatively weak fiducial
network (Palos Verdes — Yellowknife — Westford). Weuldexpectfrom this resultthat
a multi-day solutiorwith phaseambiguitiesresolvedwould produceuncertaintief 1 cm
or less.

Next are given the adjustmentgo the atmospherizenithdelaysfor eachstation, either a
constantover the sessionor the tabular points of a piecewiselinear function. In this
example we are estimating4 tabular points over the 7.5-hr session,so that the tabular
pointsare2.5 hr apart. The adjustmentsn this casearelessthan3 cm andlessthanthe
uncertaintief 8-12cm. The O-file includeswith the zenith delay estimatesthe time of
each tabular point so that they may be easily plotted.

22*CATOATMOS-11 22123446029 -0.0286 00820 0.3 218376533
23*CATOATMOS-21 22123446029 -0.0275 00817 -0.3 218482288
24*CATOATMOS-31 22123446029 -0.0256 0.0815-0.3 218675445
25*CATOATMOS-41 22123446029 -0.0042 01150 00 220815916

Also listed are the north-southand east-westtmospherigradientsfor eachstation. The
units of theseare such that they representhe differencebetweenthe north-looking and
south-looking(or east-andwest-) atmospheriadelaysat 10 degreeselevationangle (see
Section 8.4).
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50*CATON/SATMOS GRAD  0.0000000000 0.0019 00268 0.1 0.00185385
57*CATOEWATMOSGRAD 00000000000 00043 00275 02 000425886

In this casethe gradientsare small comparedo their uncertaintiesand did not needto be
estimated.

In the main parametetist, asin the G-file, the orbital elementsare given in termsof the
Cartesian initial conditions in km arkain/s. The adjustmentanduncertaintieshowever,
are given in m and m/s for ease of interpretation:

85*ORBIT X km PN03-13976.9094676840 35308 39.6752 0.1 -13976.90593688
86*ORBITY km PN0322548.1011499110 9.8227 133860 0.7 22548.11097262
87*ORBITZ km PNO3 3693.2210527633 -6.6175 41.2866 -0.2 3693.21443523
88*ORBIT Xdotkm/s PNO3  -1.1970220165 -0.0005 0.0073 0.1 -1.19702249
89*ORBIT Ydotkm/sPNO3 -1.3320686827 0.0018 0.0060 0.3 -1.33206685
90*ORBIT Zdotkm/s PNO3  3.3985770848 -0.0001 0.0020 -01 3.39857696
91*RAD PRES DIRECT PNO3  1.0000000000 0.0000 0.0000 0.0  1.00000000
92*Y AXISBIAS PNO3 0.0000000000 0.0000 0.0000 0.0 0.00000000
93*BAXISBIAS PNO3 0.0000000000 0.0000 0.0000 00 0.00000000
9Y*COSDIRECT PNO3 0.0000000000 0.0000 0.0000 00 0.00000000
95*SINDIRECT PNO3 0.0000000000 0.0000 0.0000 0.0  0.00000000
96*COSYBIAS PNO3 0.0000000000 0.0000 0.0000 0.0  0.00000000
97*SINY BIAS PNO3 0.0000000000 0.0000 0.0000 00 0.00000000
98*COSBBIAS PNO3 0.0000000000 0.0000 0.0000 0.0  0.00000000
99*SINBBIAS PNO3 0.0000000000 0.0000 0.0000 0.0  0.00000000

In this example, the initial position for PRNa8ljusted(from the broadcasbrbit) by about
10 m and has an uncertairgf about50 m. SinceCartesiannitial conditionsare difficult

to interpret,particularly for multi-day arcs,a summaryof orbital uncertaintiesn terms of

Keplerian elements is given at the bottom of the Q-file:

Post-fit Keplerian orbital errors in parts in 1077

a e | Node Perigge MAnom. w+M

PRN 3 10665 3841 10641 8898 531.261 547.271 24.331
PRN 6 7268 4582 3660 4544 464397 470174 13205
PRN 8 7492 2385 5302 4516 771625 786.808 18819
PRN 9 4748 1460 2657 4.325 200566 205830 6.432
PRN11 4050 1567 4521 6120 161.344 157.834 6.005
PRN12 20925 13281 9373 13.161 1164.316 1183594 24.964
PRN13 6571 1795 4.695 4524 1858325 1857.855 6.552

This summaryshows that the semi-majoraxes, a, (representingthe orbital period, in

accordancavith Kepler'sthird law) is determinedwith an uncertaintiesof 1-2 ppm, not

unreasonable for the analysis of a single (~5 hr) pasghiaskalf an orbital period. The
orientationsof the orbital plane, given by the inclination, I, and the longitudesof the

ascending node, are all determined to alkgopm. The nexttwo elementsthe argument
of perigeeand mean anomaly are intrinsically poorly defined for a near-circularorbit;

hence the more meaningfulmeasureof the along-trackuncertaintyis their sum, indicated
here by w + M (sincw is the usual symbol for argument@érigee). This componenis

almost always the least well determined, so the uncertaimtynMwill matchcloselythe

largest uncertainty in the Cartesian initial conditions; here the uncertargi@—2.5 ppm

or 15-65 m of position at the GPS orbital radius (26,000 km).
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Below the orbital parametersare Earth orientationparameterfEOP)—poleposition and
UT1 andtheir ratesof change. The units arearc-secondsind arc-seconger day. Since
we have used data from a weak global network, thasgmeterhaveall beenconstrained
tightly to their a priori values,obtainedin this casefrom IERS Bulletin B. With a large
global network, all of thesean be estimatedaccuratelyfrom GPS observationgxceptfor
UT1, which is perfectly correlated with the ascending nodes of the satellites.

190*X POLE (arcs) -0.0558591603 0.0000 0.0030 00 -0.05585730
191*X POLE RATE (arcs/d) -0.0006000000 0.0000 0.0001 0.0 -0.00060000
192*Y POLE (arcs) 0.3016859381 0.0000 0.0030 00 0.30169137
193*Y POLE RATE (arcs/d) 0.0013425023 00000 0.0001 00 0.00134251
194*UT1-TAI (Sec) -234900699616 0.0000 0.0000 0.0 -23.49006996
195*UT1-TAI RATE (sec/d) -0.0016590442 00000 00001 00 -0.00165916

The lastgroup of parameterarethe biases,of which we show only the L1 estimatesfor
the two baselines discussed above and for which the widelane biases were resolved.

196*B1L1 LOVE-SAFE 6-3 0.0000000000 31.8825 0.4043 31.88247512
197*B1L1 LOVE-SAFE 6-8 0.0000000000 151.9709 0.1379 151.97088168
198*B1L1 LOVE-SAFE 6-9 0.0000000000 32.0019 0.1557 3200194728
199*B1L1 LOVE-SAFE 6-11 0.0000000000 -7.0142 0.1227 -7.01419035
200"B1L1 LOVE-SAFE 6-12 0.0000000000 31.9471 0.3680 31.94708296
201*B1L1 LOVE-SAFE 6-13 0.0000000000 -0.0367 0.2209 -0.03666700
202*B1L1 CATO-SAFE 6-3 0.0000000000 11.7906 0.5686 11.79058587
203*B1L1 CATO-SAFE 6-8 0.0000000000 66.8599 0.1798 66.85989321
204*B1L1 CATO-SAFE 6-9 0.0000000000 119096 0.1738 11.90961172
205*B1L1 CATO-SAFE 6-11 0.0000000000 -4.1569 0.1845 -4.15694811
206*B1L1 CATO-SAFE 6-12 0.0000000000 11.6759 0.4143 11.67586633
207*B1L1 CATO-SAFE 6-13 0.0000000000 -0.1115 0.2805 -0.11150922

After the summary of parameter estimates SOLVE lists the componesdstdiaselinefor
the biases-free solution:

Baselinevector(m):  CATO(Sitel)to  SAFE(Site 5)

X 22126.3867 Y(E) 502147627 22600.1150 L 32024.3253
+ 00279  + 00351 + 00238 + 0.0122 (meters)

correlations (x-yx-zy-z)= 0.20228 -0.68451 -0.72699

N 271555488E 16974.1265U 1122888 L 32024.3253
+ 00099  + 00267 + 00420 + 0.0122 (Meters)

Correlations (N-E,N-U,E-U) = -0.51360 -0.12804 0.01121

Baselinevector(m):  LOVE(Ste2)to  SAFE(Site 5)

X 2990178 Y(E) -12367.2768Z -149705286 L 194204962
+ 00238 + 00313 + 00210 + 0.0133 (meters)

correlations (x-y,x-zy-z)= 0.16977 0.67687 -0.75822

N -18401.3186E  61954832U 403.8989 L 194204962
+ 00076  + 00235 + 00371 + 0.0133 (Meters)

Coarrelations (N-E,N-U,E-U) = -0.60197 -0.13845 0.06462

The baselinevectorsare given both in a geocentricreferenceframe (XYZ) andin local
coordinates (north, east, up) tangent to the reference ellipsoid (cHamgesphericalwith
Release 9.92) at the first statioheachpair. The senseof the vectoris (secondstation—
first station). This presentatiorof uncertaintiess particularly helpful in evaluatingthe
baselineuncertaintiedor closely spacedstations,neither of which was held fixed in the
solution, since in this case the estimates of their coordinates will be highly correlated.
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From theseestimatesSOLVE then attemptsto resolvethe narrow-laneambiguitiesusing
first the decision-function criteria for rounding :

Narrow-lane bias-fixing criteria: deviation: 0.15 sigma: 0.15
decisionfunc.: 1000.0ratio: 10.0
maximum distance : 500.0

Fix No. 199 bias from -7.01 to -7.0
Fix No. 198 bias from 32.02 to 32.0
Fix No. 201 bias from 004 to 00
FixNo. 197 bias from 15197 to 1520
Fix No. 204 bias from 1192 to 12.0
Fix No. 205 bias from 4.07 to 4.0

In this case, only six of the Ifarrow-laneambiguitieson the two selectedbaselinesvere
resolved using the decision-functionalgorithm. The primary reason for this poor
performance is the relatively largacertaintieslue to the weak fiducial networkandlarge
orbital uncertainties. For the ambiguitiesnot resolvedby the decisionfunction, SOLVE
evaluates the chi-square ratio for a series of solutions generititedifferent valuesof the
ambiguity parameterstested five at a time beginning with those with the lowest
uncertainties.

Lowest chi-squares: 187. 211. 217. 217. 217. 221. 225. 227. 231 234.
(chi2/chi20 - 1.y*sqrt(df): 0.00 5.82 7.20 7.30 7.32 8.37 9.21 9.7610.7211.42

Parameter biases:

196 320 320 320 320 320 310 320 330 320 320
200 320 320 320 310 330 320 320 320 320 320
203 670 670 660 670 670 670 670 670 670 670
207 00 00 00O OO 00O 00 10 00 0O -10

210 -26.0 270 -26.0 260 -260 -260 260 -26.0 -25.0 -260

In this set of test solutions, none of the bias parametershas the same value for all
combinations producing a chi-square ratio less than the spdaffietivalue (10.0); hence,
no additional ambiguities are resolved.

The last sectionof the Q-file givesthe estimatesof all of the geodeticparametergérom an
LC solution in which the resolved wide-lane and narrow-lane bias parameters dnedaeld
at integer values. Again we list only the estimates for our two sample baselines:

USER SOLN DIFF PHASE CONSTRAINTSBIASES PARAMETERS H-FILE
KEYS: DEFLT FULL DBLE LC NOIONATM FIXEDSTN ORB ZEN NOCLK GCX

Total parameters. 265 live parameters. 202
Prefitnms: 0.11467E+03  Postfit nrms: 0.29555E+00

Label (units) aprioi  Adjust(m) Formal Fract Postfit
1*CATO GEOC LAT (dms) N33:54:26.75445 -0.0031 0.0120 -0.3 N33:54:26.75435
2*CATOLONG (dms) W118:47:08.75979 0.0034 0.0236 0.1W118:47:08.75966
J*CATORADIUS (km) 6372.2845106000 0.0239 0.0431 0.6 6372.28453448
4*LOVE GEOC LAT (dms) N34:19.00.91886 -0.0019 0.0122 -0.2 N34:19:00.91880
5. OVELONG (dms) W118:40:07.17484 -0.0097 0.0278 -0.3W118:40:07.17522
6*LOVE RADIUS (km) 6372.0437766000 0.0363 0.0408 09 637204381294

"196'B1L1 LOVE-SAFE 6-3 00000000000 319798 0.1791 31.97982595
197 B1L1 LOVE-SAFE 6-8 0.0000000000 152.0000

14 February 2002



Chapter 5 40

198B1L1 LOVE-SAFE 6-9 0.0000000000 32.0000

199B1L1 LOVE-SAFE 6-11 0.0000000000 -7.0000

200"B1L1 LOVE-SAFE 6-12 0.0000000000 32.0096 0.1921 32.00959292
201 B1L1 LOVE-SAFE 6-13 0.0000000000 0.0000

202*B1L1 CATO-SAFE 6-3 0.0000000000 11.9340 0.3684 1193399708
203*B1L1 CATO-SAFE 6-8 0.0000000000 66.9070 0.1686 66.90696645
204 B1L1 CATO-SAFE 6-9 0.0000000000 12.0000

205 B1L1 CATO-SAFE 6-11  0.0000000000 -4.0000

206*B1L1 CATO-SAFE 6-12 0.0000000000 11.7622 0.2186 1176219392
207*B1L1 CATO-SAFE 6-13 0.0000000000 0.0222 0.1654 0.02221374

Baselinevector(m):  CATO(Sitel)to  SAFE(Site 5)

X 221263909 Y(E) 502146567 22600.1115 L 32024.3240
+ 00201 + 00312 + 00232 + 0.0073 (meters)

correlations (x-y,x-z,y-z)= 0.71316 -0.83524 -0.92637

N 271555418E  16974.1353U 1122929 L 32024.3240
+ 00057 + 00126 + 00415 + 0.0073 (Meters)

Correlations (N-E,N-U,E-U) = -0.21910 -0.09942 -0.01708

Baselinevector(m):  LOVE(Ste2)to  SAFE(Site 5)

X 2990201 Y(E) -12367.2820Z -14970.5286 L 19420.4995
+ 00168 + 00275 + 00206 + 0.0068 (meters)

correlations (x-yx-zy-z)= 0.74743 -0.85979 -0.92168

N -18401.3206E  61954877U 4039018 L 194204995
+ 00053 + 00100 + 00366 + 0.0068 (Meters)

Correlations (N-E,N-U,E-U) = -0.30682 -0.09924 0.01790

You'll note that resolving ambiguities for theiseo baselinesmprovedthe uncertaintiesn

the horizontalcomponentsy up to a factor of two. An importantcheck on whetherthe
phase ambiguitiesavebeenresolvedcorrectly may be obtainedby comparingthe biases-
free and biases-fixed estimates of the basef@ators. In this examplethe biases-freeand
biases-fixedestimatedrom the two solutionsagreefor all componentsvithin the (larger)
biases-free uncertainties.

After SOLVE hascompletedthe biases-fixedsolution, it repeatsboth the biases-freeand
biases-fixed solutions with very loose constraints on all of the parametadeirto obtain
an unbiasedsetof adjustmentsand covariancematrix for input to GLOBK. Thesetwo
solutions are saved in the H-file. The details of the loosehgtrainedsolution are written
to the screen dog file but not savedin the Q-file. The Q-file doesrecord,however,the
station, zenith-delay, and orbital constraints used and the normalized rmsbi@stbe free
and biases-fixed solutions:

Loose constraints. All solutions and covariance matrix are stored in H-file.

A priori coordinate errors in kilometers

Latitude Longitude Radius
1CATO CastroPeak 0.10000 0.10000 0.10000
2LOVE LomaVerdeP 0.10000 0.10000 0.10000
3MOJA MOJAVEGPS  0.0000 0.10000 0.10000
4PVER PVER7268  0.10000 0.10000 0.10000
5SAFE SanFemando 0.10000 0.10000 0.10000
6 WSFD WSFDGPS  0.10000 0.10000 0.10000
7 YKNF YELLOWKNIF  0.10000 0.10000 0.10000

Keplerian a priori orbital errors (dimensionless except semi-major axis (km))

Sat# Semiaxis Eccen. Inclin. Asc.node Perigee Manom. radl rad2 ..rad9

1 PRN 3 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01.. 1.0E+01
2 PRN 6 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01
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3 PRN 8 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01
4 PRN 9 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01
5 PRN11 02600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01
6 PRN12 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01
7 PRN13 0.2600 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E-05 1.0E+01 1.0E+01..1.0E+01

A priori zenith-delay errors in meters

1 CATOCastroPeak 0500 0.005 100.000

2 LOVELomaVerdeP 0500 0.005 100.000
3 MOJAMOJAVEGPS 0500 0.020 100.000
4 PVER PVER7268 0500 0.020 100.000
5 SAFE SanFemando 0500 0.020 100.000
6 WSFDWSFD GPS 0500 0.020 100.000
7 YKNF YELLOWKNIF 0500 0.020 100.000

A priori pole position errors in arcs and arcs/day
Xp Xp_rate Yp Yp_ rate
3.000 0.300 3.000 0.300

A priori earth rotation errors in sec and sec/day
utl utl rate
3000 0.300

A priori atmaospheric gradient error in meters at 10 degrees elevation angle
Station North-South East-West

1CATO CastroPeak  0.01000 0.01000

2LOVE LomaVerdeP  0.01000 0.01000

3MOJA MOJAVEGPS 001000 0.01000

4PVER PVER7268 0.01000 0.01000

5SAFE SanFemando 0.01000 0.01000

6 WSFD WSFD GPS 0.01000 0.01000

7 YKNF YELLOWKNIF 001000 0.01000

Total parameters. 265 live parameters. 207
Prefitnms: 0.11480E+03  Postfit nrms: 0.29258E+00

Total parameters. 265 live parameters. 202
Prefitnms: 0.11467E+03  Postfit nrms: 0.29274E+00

Normal stop in SOLVE

5.5 Multi-session Solutions

The capability to perform multi-sessionsolutionsin GAMIT was developedto enhance
ambiguity resolutionby combining the information from multiple days or networksat a

time when continental-or global-scaletracking networks were capableof determining
orbits onlt at the level of 50—-100ppb (see,e.g., Dong and Bock [1989]). The multi-

sessionfeatureis seldomusedtoday and may not work properly with recent program
enhancements.Resolutionof ambiguitiesfor a regional network can almostalways be
accomplishedoday using a single sessionin conjunctionwith tight constraintson orbits
obtainedfrom global tracking. Once ambiguitiesare resolved, GAMIT will loosen the
constraints and create an H-file that can be combined in GLOBK with Hrlesa global
solution and from regional solutions for other sessions (dayss processmight involve
some iteration: resolutioof ambiguitiesin GAMIT canbe enhancedy putting tight (but
realistic) constraintson the station coordinatesand orbital parameterdrom a previous
GLOBK solution which was performed using the "biases-free" output of GAMIT.
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If a multi-sessionGAMIT run is necessarysomethoughtshouldbe givento file naming

and the organization of of the data. The current restriction of XCaiilds to 9 characters
limits the analyst'sability to differentiate betweensessionswithin the sameday. This

problem can be avoided in preparation and cleaning of the data bysaepa@talirectories
for eachsession. Whenfinally combiningthe cleandatain a multi-sessionsolution, you

can then rename th& (or C-files) so that the 6th characteiis different ("a" for "am" and

"p" for "pm" is onesuchscheme). It is alsousually conveniento run the multi-session
solutionsin a new directory,with links madeto the input X- (or C-) files in the original

session directories.
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6. Data Editing

6.1 Introduction

Continuously tracked, doubly differenced carrier phase observations provide an
extraordinarily precise data set for estimating GPS orbital parameters and relative site
positions; but the strength of the data can be realized only if it is edited properly to be free
of cycle slips within each tracking session. Sometimes thisisimpossible, and we are
forced to introduce additional "bias" (offset) parameters that effectively break the phase data
into shorter and thus weaker segments. The goal of the analyst (and/or the analysis
software) isto remove cycle slips while introducing as few additional parameters as
possible. Too many additional bias parameters weakens the solution, but residual cycle
slips not absorbed by bias parameters produce erroneous estimates of the important
geodetic parameters. To put the problem in perspective, recall that the most common dlip in
the ionosphere-free linear combination (LC), corresponding to one-cycle slipsin L1 and
L2, is0.52 cycles, or 10 cm in equivalent pathlength. Since our usual goal is few-
millimeter estimates of station positions, a single undetected slip can be (but not alwaysis)
guite serious.

Strictly speaking, we require only that all cycle slips be fixed (or covered by bias
parameters) in the doubly differenced phases since those are the data used by SOLVE in its
estimation. Asapractical matter, however, the editing process is much simpler if cycle
dips can beidentified and repaired in the datafrom a single station and satellite. This"one-
way" observable is dominated by variations in the station and satellite oscillators
("clocks"), which must be removed in the editing process. Analysis programs use two
approaches to accomplish this task. With modern receivers the pseudoranges at both the
L1 and L2 frequencies can be combined with the phases to produce a "wide-lane"
observable that is free of both oscillator and ionospheric effects (see the paper by Blewitt
[1990] referenced in Chapter 2). This approach breaks down when the pseudoranges are
noisy (from multipath or a poorly functioning receiver) and for equal slipsinthelL1 and L2
phases, which show no break in the wide-lane. A second approach, used in conjunction
with the widelane, determines the source and size of a cycle slip by comparing a number of
doubl e difference combinations.

With the large number of satellites and stations now used in most surveys, automatic
editing is essential for the sanity of the analyst. Fortunately, AUTCLN, the automatic
editor developed by Tom Herring, has reached a level of maturity that it can handle both
regional and global networks with only occasional manual intervention. In its postfit mode
it can remove clock effects and provide reliable statistics for the performance of each
station. The key to efficient processing is learning to use the outputs of SOLVE,
AUTCLN, and the scanning routines to determine quickly if a problem exists, and then to
use the interactive editor, CVIEW, together with AUTCLN to perform an effective fix. In
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the next three sections we describe the most important features of these programs and how
to run them. Then in Section 6.5, we discuss efficient strategies for editing.

6.2 Automatic editing using AUTCLN

AUTCLN uses the residua s written to the C-file by MODEL, performs automatic editing,
and writes an output C-file with outliers removed, cycle-dlips repaired, and extra bias flags
inserted for dlipsthat cannot be reliably repaired. A new featurein AUTCLN 3.0 estimates
station and satellite oscillator variations (" phase clocks') and allows reading of an M-file
updated by SOLVE so that editing can be performed on (one-way) predicted postfit
residuals (see the formulain Section 6.4). AUTCLN isinvoked with four command-line
arguments:

autcln [ command-file ] [out C-file series ] [D-file ] [input C-file series ]
or [ list of C-files ]

The first argument gives the AUTCLN command-file name. The command file can be
omitted by substituting ' ' for the file name, and AUTCLN will use the default values for
al parameters. For aGAMIT batch run, FIXDRV invokes the script sh_autedit which will
always create a command file of the name  autcin.cmd.prefit , even if thereis no "base"
command file present, and optionally a command file of the name autcin.cmd.postfit. The
second command-line argument is a single character used to determine the name(s) of the
output C-files. If an alphameric character is given (e.g., a), then the output C-file names
will be the same as the input but with this character substituted for the 6th character of the
input series (usually the last digit of the year or aletter). Two special characters are used:

. to keep the same 6th character as the input files, overwritting the input files; + to create
new files with the 6th character incremented (i.e.,[ yr] => a, a =>b). If no character is
given (i.e., " " used), then no updated C-files will be written. The input C-files are
specified either by a D-file name followed by a character indicating the series (6th character
of name), or by a complete list of the C-filesto be used. FIXDRV creates one of two
forms of the AUTCLN command-line:

autcln autcln.cmd.prefit . dvent7.278 7

if the input C-files are to be deleted (overwritten and then incremented using the  mvef
script), or

autcln autcln.cmd.prefit + dvent7.278 7

if the old C-files are to be retained.
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The following is a sample autcin.cmd file, listing the options most often invoked. This exampleis
kept current in pub/gps/updates/templates in the GAMIT/GLOBK ftp directory.

* Command file for AUTCLN version 3.125 to be used for global and regional data
* Default values are listed with comment flag (non-blank first character)
* Last edited by tah/rwk/scm 000928

* Don't use any GAM T edits
use_gamt no

* Renove nore bias flags by allowing a base satellite if nmultiple slips
al l ow_one_bg vyes

* Set mninmumelevation for editing and output: 15 10 better for ol der receivers
* also sets mni mum SNR
site_paramall 10 10 0 0

* Set the ionospheric tolerances so you don't throw out too much data.

* These are the current defaults and will work under both | ow and high

* jonospheric conditions with well-behaved receivers. For poorly tracking
* receivers and | ow i onosphere, you can inmprove the editing using

* 240 4 0.3 0.8.

* jon_jump all 30 625

* Criteria for detecting slips (initial bias flags). Defaults shown.
* First three are for W, irrelevant for codel ess L2 receivers

* Second three (LC) might be set tighter (e.g. 4 0.2 0.5) to catch

* partial-cycle junps with poorly performi ng receivers

* dd_fit_tol 52 10 3 0.350.8

* The following three conmmands control the repair of cycle slips and subsequent
* renoved of bias flags. The default values are conservative in the sense

* that they retain the nbst data. They are optimal for gl obal networks but

* will work ok also for regional networks. However, for better anbiguity

* resolution in regional networks, different values are optimal.

* Set the tolerances used in trinmng the one-way data to renmove snal |
* segnents between bias flags. The following are defaults:
* trimoneway 120 8 0.1 24
* For regional networks use

tri m oneway 1000 10 0.2 50
* The first two paraneters are the mininumtinmes in seconds and m ni mum
* epochs for attenpting to renove a bias flag; the last two are the m ni num
* fraction of total span and m ni mum nunber of epochs allowed after |ast bias
* flag. To strengthen anbiguity resolution for regional data, increase the
* |ast two parameters. For fewer bias flags in 24-hr data increase the first
* two paraneters.

* Nunber of data used to repair cycle slips. Defaults are ok for all data but

* all values could be reduced for data sanpled | ess often than 30s.
* dd_return_site 100 50 10 10
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DD criteria for renoving bias flags: chi-sq ratio chi-sq min max gap gap scale
For gl obal networks use

renove_bias 10 3 1800 5

For regi onal networks use

renove_bias 10 3 3600 5

* For fewer flags but nore risk over small gaps, decrease the first value (see

* autcln.out). For fewer flags and nore risk over |arge gaps, increase the

* third and decrease the fourth,

* Maxi mum nunber of bias flags per SV before deleting all the data
* Default infinite (not checked).
max_scan_edit 30

* To enhance nunerical stability in SOLVE (but be careful in interpreting
* one-way residuals)
apply_phs_clk 1

* Set the summary filenane to agree with the command file produced by FI XDRV
summary autcln. prefit.sum

* Commands to be used if post-fit editing invoked in the sestbl
POST summary autcln. post. sum

POST apply_phs_cl k 30

POST wuse_postfit

POST postfit_edit 10 4.0

* Renpbve biases in one-ways after postfit edit
POST pf _renove_bf

* Possibly allow patching over |arger gaps

* POST renove_bias 10 3 3600 2

* Qut put phase residuals for sky plots

POST phs_res_root DPH

* Explicit edits added by sh_autedit or the anal yst
edit_site_sv algo 0 1 2800

edit_site_sv all 23 1 400

edit_site_sv trom 15 451 460

xX X X

The first command (use_ganit no) tellsAUTCLN to ignore any loss-of-lock indicators
inserted by the receivers. Selecting this option is a change from past practice, made
necessary by the large number of bogus slips flagged by some receivers.

The second command ( al | ow_one_bg ) dealswith the case where all channels of a
receiver dip at nearly the same time, preventing AUTCLN from patching unambiguously in
the one-way observations. By specifying yes to this command, you allow AUTCLN to
select one channel (satellite) as 'base’, patch it roughly in one-ways, and then patch all
other channels with respect to it. Since this option applies only to multiple-satellite slips,
not multiple-station slips, allowing the patch will not create problemsiif the data are later
combined in adifferent network configuration. The default for this command is no, but
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yes will usually provide better editing. Occasionally, however, AUTCLN will make a
mistake in using this mode (yes ) when the dips are at slightly different epochs.

The next command sets the minimum elevation angles for AUTCLN to examine (first
value) and retain (second value) the data. Additional commands, withal | replaced by the
station code, can be added to raise the cutoff for poorly functioning receivers or lower it for
modern receivers in cases where you want to examine very low elevation data.

The next four commands control the removal of bad data. The i on_j unp criteriaare
applied to the undifferenced ("one-way") LG observations in attempting to detect noise
from bad receiver performance. The thresholds must be set high enough so that LG noise
from high ionosopheric fluctuationsis not confused with receiver noise. The default values
(shown) are set high enough that the ionosphere does not trigger rejection even for polar
and equatorial stations near solar maximum, and thus they provide only aloose filter for
bad data. If you need atighter filter to detect problems with older receivers tracking in mid-
latitude regions, you may reset thethei on_j unp parametersto[station] 240 4 0.3
0. 8.

If you find from CVIEW or your scan output that AUTCLN isfailing to detect some cycle
dips, then you should alter the parameters of thedd_fit _t ol command. Thefirst three

( 5 2 10 ) apply to the widelane (WL) observable and are thus relevant only for P-code
receivers, the second three (3 0. 35 0. 8 ) apply to the doubly differenced LC observable.
They specify, respectively, the ratio of an allowed jump to the rms of the segment of data
being examined, the minimum value of a jump that will be flagged, and the maximum value
above which all jumps will be flagged. The tolerance of the maximum jump allowed
without incurring a bias flag will fall between the minimum and maxium specified with the
intermediate values set by the ratio times the local rms. Thus the default valuesfor LC
allow for a maximum jump between 0.35 and 0.8 cycles. Vauesthis high imply that the
receiver isnot likely to allow one-cycle slipsin L1 and L2 (leading to 0.5in LC). To detect
these small slips, which often occur in older receivers, you should reset the LC valuesto4
0.2 0.5

Thet ri m oneway command is used to remove small segments of data that may encumber
the repair of cycle slips or the resolution of the overall phase ambiguity. The first two
values ( 120 8 ) are the minimum time in seconds and the minimum number of epochs
between bias flags. If you find segments (using CVIEW) for which asingle gap of, for
example, 5 or 10 minutes would result in amore reliable cycle slip repair than would
multiple smaller gaps, then you should increase these values. The second two values Q. 1
24 ) are the minimum fraction of the total span and the minimum number of epochs
allowed after the last biasflag. Since SOLVE attempts to resolve the ambiguity using only
the last segment of data, removing even afairly long but noisy segment of data at the end
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may result in lower parameter uncertainties by allowing resolution of additional
ambiguities.

The next group of entries control the repairing of cycle slips and subsequent removal of
bias flags. They provide your primary control for the final stage of editing. The
dd_return_si ze command sets the number of data used on each side in the repair; the
default values (100 50 10) imply segments of 50 minutes, 25 minutes, and 5 minutes for
one-way WL and doubly differenced LC and LG, respectively, for data sasmpled at 30s
intervals. For 120s sampling you probably want to reduce these values by factors of 2 to
4. Therenove_bi as command sets the actual criteria used to remove abiasflag. The
algorithm uses a comparison of the chi-square for the data segment (set by
dd_return_size) for the"best" choice of integer with the chi-square for the next best
choice. Thefirst value ( 10 ) givesthe threshold ratio and the second ( 3 ) a minimum
value used to make the comparison more robust (see the description of the command in
Section 7.6). Increasing the first value provides a more conservative edit (fewer bias flags
removed), and decreasing it a more agressive one. The last two values control how large
gaps aretreated. Thethird ( 3600 seconds) sets the maximum gap for which abias flag
will be removed; the fourth ( 5. 0 ) isa"gap factor" that scales the computed chi-square
such that it becomes harder to remove a bias flag for large gaps (see the exact definition in
Section 7.6). In Section 7.6 we describe how you can use the AUTCLN output to
determine why a bias flag was inconveniently or improperly left or removed and how you
can tune ther enove_bi asvaluesto change the action.

Themax_scan_edit command sets limit on the number of bias flags added to the data for
aparticular station and satellite before AUTCLN decides it would be better off deleting all
of the data from that combination.

The appl y_phs_cl k command invokes estimation of satellite and station oscillator
variations epoch by epoch. Its primary use in AUTCLN isin 'postfit' mode (see below),

in which the adjustments from SOLVE are used to flatten the residuals on which AUTCLN
worksto repair cycle slips. The phase-clock estimation is performed iteratively, with the
argument of the command indicating how many iterations may be performed. A dozen or
more iterations may be necessary to get a good estimate, but if you are not invoking postfit
editing, you should useappl y_phs_cl kwith asingle iteration, which will serve to remove
large jumps the data that often create numerical problemsin SOLVE. Keep in mind,
however, when you use appl y_phs_cl k with only oneiteration that errors in the clock
estimates will produce artifacts (fractional-cycle jumps) in the one-way (undifferenced)
phaseresidualsin CVIEW. These cancel in double differences and of course are no more a
problem than the much greater clock noise present when you do not remove part of the
clock terms at all—it's just that in the latter case the one-way residuals are so large (> 100
cycles) that you don't expect to use them for editing. (Note that the default number of
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iterations for appl y_phs_cl k is 30, appropriate for post-fit editing, so thel isrequired is
you want to save computation time in the pre-fit mode.)

Finally in this section we have an explicit entry for the AUTCLN summary file (discussed
below). This assures that the pre-fit and post-fit summaries will be saved with different file
names.

As discussed in Section 5.2, we now recommend using the postfit feature of AUTCLN
even though this will increase computation time by 30 to 80% and the postfit AUTCLN
will occasionally fail with bad data. The situations most likely to be helped are the recovery
of low-elevation data for estimating atmospheric parameters and the need to detect and
remove data affected by systematic, low-amplitude errors resulting from poorly modeled
satellite yaw, multipathing, or severe short-period tropospheric water vapor. Equally
important, however, is the ability to examine one-way residuals (in the autcin.sum file and
with CVIEW) generated byappl y_phs_cl k anduse_post fi t to study the performance
of stations at al levels of quality and to isolate a problem station or satellite when the pre-fit
edit has failed to produce satisfactory results. There are two new controlsin postfit mode.
Thecommandpost fit_edit allowsremoval of data based on its deviation from the mean
of the series, rather than just point to point changes. The first argument indicates at what
iteration you want AUTCLN to start this process, the second the sigma criterion to apply,
and the third the maximum residual (in cycles) for which a data point can be restored if it
was previously removed because it was close to abiasflag. The defaults are to start editing
at the 10th iteration, to use a 4-sigma criterion, and not to restore any previuously deleted
data. The command pf _renove_bf alows AUTCLN to remove bias flags in one-way
residuals after editing. It isreasonable to forego the threshold editing (to avoid lopping the
tops off large oscillations) but still invoke postfit bias-flag removal.

The final set of commands in the exampleedi t _si t e_sv, alow you to control the results
by asking AUTCLN explicitly to delete (unweight) certain segments of data that you have
identified by CVIEW to be problematic or have determined from other information (station
or satellite logs) should beignored. The first argument is the station 4-character code, or
al | ; the second is the satellite PRN number, with 0 signifying all satellites; the third and
fourth are the range of epochs over which data should be unweighted. The shell command
sh_autedit written into the batch file by FIXDRYV creates additional edit_site_sv
commands for autcin.cmd.pre and autcin.cmd.post N response to sesthl. entries controlling
the use of data during and after satellite eclipses.

Other entriesin the autcin.cmd file are described in Section 7.6. Note in particular the
commands which allow you to use flags inserted by CVIEW (use_cvi ew_edi t ), control
the tolerance for clock resets ( cl k_reset _tol ), specify station-specific editing
(si t e_par ans ), and remove extra bias flags at the beginning of a station-satellite data
segment ¢ enove_first_bia.
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AUTCLN produces two output files which are quite useful for diagnosing problems.
Usually you will need to examine only the summary file, autcin.sum. The first two tables
provide a compact indication of whether one or more stations or satellites are anomalous.
Thefirst isasummary of the clock behavior :

Cl ock and Range noi se statistics at iteration 3
Si te/ PRN Al an SD@o0 # Range rns #

sec (ppb) uy
BRLD 19. 761493 2832 506.9 16210 TRM
KAI'N 19.931665 2879 675.1 15939 TRM
KI T3 . 527232 2879 729.9 16307 TRB
KUVB 10. 105467 719 2061.0 3462 TRM
PRN_01 . 384611 1188
PRN_02 .411166 1039
PRN_05 . 422517 984

The Allen standard deviation at 100sis given (in parts per billion) for each station and
satellite. Station clock valuesin excess of 50 ppb (5 partsin 1C) indicate variations larger
than those expected for well-tuned crystal oscillators in any of the commonly used
receivers. Atomic oscillators (Rubidium, Cesium, or Hydrogen-maser) should show
values below 1 ppb. A bad clock does not necessarily mean bad phase data but increases
the chances of cycle dlips and degrades the ability of AUTCLN to perform a proper edit.
The fourth column gives the rms of range noise in millimeters for each station. For P-code
receivers under non-AS conditions, these values should be under a meter; under AS, some
will increase to 1000-2000 mm. Values larger than this usually mean lots of bad range
data or bad prefit residual s (station coordinate errors > 10 m). The 3rd and 5th columns of
the list are ssimply the number (#) of observations used in the calculation.

Following the clock summary is alisting of the number of bias flags added during the
initial double-difference scan:

DDScan bias flags added report for pass 1

SITEPNO1L 02 05 06 07 09 14 15 16 22 23 24
BRLD 10 14 18 10 6 12
KAI' N
KI T3
KUVB
KUMVB
LHAS

coococoo
convooOoN
cocoooo
cooocow
coNvOoO
comroOO
coocoocoo
coococoaxn
cooor
cooor
cooocox
coNvOoO
coococo~y
rooNvOoOOoN
coococon
oroornmR
cooococoly
roooool

In this example station BRLD is performing poorly relative to the others but may not have
fatal errors. Many bias flags added can mean either bad prefit residuals or bad phase data.
Too many flags for a satellite at more than one station usually represents the effect of an
umodeled acceleration of the satellite (e.g., umodeled thrusting).

If you have selected postfit editing in AUTCLN, the next four tables give the actual postfit
phase statistics for each station and satellite after correcting the residuals for adjustmentsin
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the parameters (using the M-file from the first SOLVE solution) and estimating station and
satellite clocks epoch-by-epoch from the phases. The most useful of the tablesisthe first,
containing the rms scatter of the one-way residuals:

ONE- WAY POSTFI T RESI DUAL STATI STICS: Pass 20
RMS by site and satellite (mm: Pass 20

RVMS IT Site 01 02 03 04
RVS 20 I1SC
RV 20 KIT3
RVS 20 LHAS
RVS 20 NAGA
RVS 20 NAMC
RVS 20 SHAO
RVMS 20 TAIW
RVS 20 TSKB
RVMS 20 USUD
RVS 20 ALL

o

QWO OONOO M
o

OO0k~ OO
o

PLwbrwwosrop
ONONO©UO®©O©—
ARADRMPOWUOBMDOD
qUuORMOONBO
OARMPRWRAOGIOTN
TWWWwWWwos oo
rOWARWO WO O
o
TJWWARMAODOUIO D
.
POWAROOWU NG
-
OAWUOANODO DO N
.
TWWhDMDOUO®M;
-
OWARRABDNO® OO
.
robMPWOWAOY
.
OARRRMROU OO
-
aABRDRPOWONMDOD
aorprosPODOON
I NN NG NI NI NI NS

From thistable you can see at aglance if there is a station or satellite whose residuals are
significantly higher than the others. Vaues between 3 and 5 mm for "clean” stations, and 6
and 10 mm for stations with larger than average multipath are typical. Valueslarger than
this suggest a problem that may affect your solution. Since the calculation of one-way
residuals requires explicit estimation of the station clock, it is possible that this calculation
in AUTCLN will fail even though you have obtained a good solution in SOLVE using
double differences. In this case, the valuesin the table will be large, most likely
overflowing their field (-=++++). The cause is amost aways bad ranges near the beginning
of asatellite's pass, when AUTCLN needs these to obtain an initial estimate of the phase
clocks. You can identify the culprit station by grep'ing on'JIMP BIAS  in the autcin.out
file:

JVP BIAS flag added at 1770 Site BRLD PRN 22 90744182. 40 1000. 0
Updating at 1771 site BRLD PRN 04 cycles by 113430205.0 88387170.0 Pass 1

JI\/P BIAS flag added at 1771 Site BRLD PRN 06 75620154. 59 1000.0
JMP BIAS flag added at 1771 Site BRLD PRN 22 75620154. 59 1000.0

There will always be some messages of this typein the file, and most of the time AUTCLN
has handled the clock jump correctly. However, if you see a string of these messages
together, associated with several satellites or stations and with very large values, thisisa
good indication that AUTCLN has miscal culated the clock at an epoch just prior to the ones
shown. You can identify the problem by displaying the wide lanesin CVIEW, and fix it
by adding explicit edits to autcin.cmd using theedi t _si t e_sv command. The other three
tables associated with postfit editing are described in Section 7.6.

In addition to the rms (RVB) statistics, there are also tables of the mean AVG) and 25-point-
averaged rms (AVS) values, and the rms as afunction of elevation angle. Thews table also
includes the ratio of the 25-point average rmsto the single-point rmsRVS) and is useful for
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determining whether the scatter is dominated by random, short-term noise or long-period
variations. Random variations should be reduced by afactor of 5.0; typical values are
between 1.5 and 2.0; values near 1.0 indicate a stronger-than-usual dominance of long-
period variations.

RMS of 25-point avereages by site and satellite (mm): Pass 20

AVS IT Site Al Ratio 01 02 03 04 05 06 07 09 10 14 15 16 17 18 19 21 22 .
AVS 2011SC 3.3 1.77 4 2 4 4 3 3 3 4 2 4 5 3 2 3 3 3 2.
AMS 20 KIT3 2.8 1.70 2 3 2 4 5 2 4 2 4 3 3 3 2 3 2 3 2.
AVS 20 LHAS 2.6 1.76 2 2 3 2 4 1 2 2 2 4 3 3 1 3 2 3 2.
AVB 20 NAGA 4.3 1.39 3 5 4 7 2 4 3 4 4 3 4 5 4 5 5 3 5.
AVMS 20 NAMC 2.0 1.74 1 2 2 2 0 0 2 2 0 1 2 2 2 2 2 3 2 .
AVS 20 SHAO 2.3 1.67 3 2 2 2 2 3 2 2 3 3 3 2 2 2 2 2 3.
AVS 20 TAW 2.6 1.59 2 3 3 2 3 2 2 2 2 3 3 2 2 2 2 4 3.
AVMS 20 TSKB 2.2 1.74 2 3 3 2 2 3 2 2 2 2 2 2 2 2 1 2 3.
AV 20USUD 2.2 1.70 2 3 2 2 2 3 2 1 2 2 2 1 1 1 2 2 3.
The table of rms as a function of elevation angle will also always show that the scatter is

higher at low elevations, but since ailmost all error sources (orbital errors as well as

multipath and tropospheric effects) show this pattern, you should view the phase residual

plots (DPHS) and make careful comparisons between stations and between successive days
before drawing conclusions. The values in this table are used by script sh_sigelv tO
produce elevation-dependent weightings (N-file) for SOLVE.

El evation angl e dependent RVS statistics. MODEL: RVB"2 = A2 + B"2/(sin(elv))"2

ATELV Site A B 0-05 5-10 10-15 15-20 20-25 25-30 30-35 35-40 40-45 45-50 ... 85-90
ATELV IISC 4.3 1.8 0.0 0.0 8.6 8.1 7.8 7.0 5.8 5.3 4.5 4.2 . 4.3
ATELV KIT3 3.5 1.7 0.0 00 7.9 7.2 65 49 54 46 41 3.8. 3.2
ATELV LHAS 2.9 1.7 0.0 0.0 7.4 7.8 6.5 4.7 4.7 3.7 3.6 3.3 . 0.0
ATELV NAGA 7.8 0.0 0.0 0.0 9.4 7.2 59 49 45 39 38 4.2.. . 17.6
ATELV NAMC 2.3 1.2 0.0 0.0 54 55 47 40 34 33 30 27. 1.3
ATELV SHAO 2.5 1.2 0.0 0.0 5.9 5.1 4.3 4.4 3.9 3.7 2.7 2.9 . 2.4
ATELV TAIW 3.4 1.2 0.0 0.0 5.7 6.6 5.4 4.6 3.9 3.7 3.6 3.7 . 4.6
ATELV TSKB 2.7 1.4 0.0 0.0 6.5 6.3 46 3.7 3.4 31 29 29. 4.0
ATELV USUD 2.4 1.4 0.0 0.0 6.6 5.6 4.2 3.9 3.2 3.2 3.2 2.9 . 3.5

A good edit of the data should not only produce a small rms scatter but also leave few extra
bias flags in gaps or associated with repaired cycle slips. The DATA AMOUNTS table of
autcin.sum reports this information for both pre- and post-fit runs:

DATA AMOUNTS (Good: # good data; Gap: # deleted in gaps; BF: # bias flags < 2*nax separation)
SITE PRN Good Gap BF PRN Good Gap BF PRN Good Gap BF PRN Good Gap BF

FORT PNO1 657 0 0 PNO2 699 4 0 PNO4 649 0 O PNO5 681 0 O
PNO6 945 0 O PNO7 133 7 0 PNO9 648 0 O PN14 477 0 1
PN15 444 0 1 PN16 1119 2 2 PN17 813 0 O PN18 782 0 0
PN19 1047 0 0 PN20 470 6 2 PN21 962 0 0 PN22 1125 0 O
PN23 659 0 O PN24 573 0 1 PN25 0 0 0 PN26 1132 0 O
PN27 1058 0 1 PN28 640 0 0 PN29 1032 0 O PN31 1128 0 0

For each one-way sequence, the table shows the number of good data in the one-way
sequence (Good), the number of data deleted in gaps between closely spaced bias flags
(Gap), and the number of remaining bias flags that might be resolved 8F) (i.e., the number
separated by less than twice the maximum size over which aflag would be removed). A
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Chapter 6 11

number greater than afew dozen in theGap column and/or greater than 3 in theBF column
usually means bad prefit residuals or noisy data.

If al of the datafrom a station have been deleted by AUTCLN, the reason can usually be
assessed from the editing report:

EDI TI NG REPORT AND SI TE PARAMS
SITE MCLN MOUT SNR LSNR GF03 RCLK GF02 BEND BCLS NPED GF-1 GF04 DDSC PFED GFUN BDL2 NODD ELEV EDI
(deg) (deg) L1 L2

oBSV 10.00 10.00 O O 0 0 0 0 0 31 0 0 0 3640 83 0 0 83 0 0
RCUT 15.00 15.00 O O 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
UuCcLl1 15.00 15.00 0 O 0 0 0 0 0 56 0 0 0 0 5567 0 0 2 589 0

In this case the data for station OBSV were removed due to double difference scanning
errors (DDSC). This usually means that there are large slopes in the double difference
residuals, most likely due to bad apriori coordinates. The AUTCN output file (autcin.out)
can be scanned to see how large these scanning jumps were, and if they are not too large
DD FI T_TOL can beincreased to allow the data through. sh_svdiff can also be used to
improve the apriori coordinates.

The summary for RCUT suggests that AUTCLN never saw the data at all, as you can
confirm by looking at the top of the file for the number of data used in the range clock
estimates. The most common reasons for this to occur are no valid L 2 range/phase data
even though the RINEX header said these data were available (check the RINEX header
and datafile), or all the range data are so bad (pre-scan range errors) that none of them
were accepted in the solution. The autcln tolerances can be reset to allow very bad range
data to get through the cleaning, but these range data are used to compute the clock epoch
correctionsin MODEL, so if the range data are corrupted (AVCLK errorsin MODEL) then
the epoch of the phase measurement is not computed correctly. Double difference phase
residuals can still look smooth (but systematic) in the these cases but the position
determination will probably not be good (i.e., several centimeters of errror). Ideally, we
want the epoch of phase measurement known to 1 micro-seconds which corresponds to
300 meters of range error. Allowing ranges error too much larger than this can corrupt the
position estimates.

The datafor UCL1 were deleted due to the postfit residuals being too large PFED column).

A check of the AUTCLN messagesinthe GAMIT status file shows that when the station

was removed, the RMS was 2.7 meters:

STATUS :991127:0714: 11. 0 AUTCLN mai n: +Phase cl ock and bi as estimation pass 14

STATUS :991127:0714:11. 0 AUTCLN pf_check_rns: Renoving UCL1 Postfit RVM5 2766.1 nmtoo |large. Num 4920

(The AUTCLN output file can be grep'd for “"RMS .. " to get the RMS of all stations as
afunction of iteration.) Sometime these large residuals are due to the prefit GAMIT run

being bad (i.e., large nrms), which corrupts the residuals in the postfit run. If the sestbl.
contains AUTCLN Postfit = R,thenthe postfit solution will be run twice if the pre-fit
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GAMIT solutionisbad. Check the P-file for AVCLK errors, and then possibly the I- and
K-files to pinpoint the time and cause, and the Q-file for the sizes of the adjustements. In
the case shown here, the prefit AUTCLN run detected many DD scan errors, so most likey
the apriori coordinates for the site are bad.

The other tablesin the autcin.sum file and the use of the autcin.out file for tracing problems
are discussed in Chapter 7.

If you have the setenv variable of your .login file referencing the stdrel/help directory, you
can take advantage of an extensive on-line help filefor AUTCLN. To view the current
parameter defaults, type autcln defaults.

6.3 Scanning the residualsto identify slips

With the postfit editing capability of AUTCLN, it is seldom any longer necessary to
perform a separate scan of the phase residuals to identify problematic data. Several
programs and scripts are available, however. All take asinput the M-file from a quick or
full solution and operate on the predicted postfit LC doubly differenced residuals. The
most commonly used program, an optional part of the batch sequence, is SCANDD. You
can run it directly by typing the program name and the M-file from the SOLVE solution:

scandd mventa.278

Omitting the M-file will put SCANDD into an interactive mode, allowing you to select only
certain stations, scan pre-fit (rather than post-fit) residuals, or scan a set of C-fileswith
different 6th character.

SCANDD calculates the L C root-mean square (rms) of each double-difference series and
searches for jumpsin the doubly differenced LC residuals. It also identifies al possible
cycle dlips and compiles alist of corrections that can be used directly asinput to CVIEW.
SCANDD produces three output files, each with a dlightly different summary of the doubly
differenced residuals. The file most analysts find easiest to use in identifying potential
cycledipsis calledvscan.out, which lists the largest LC "jumps’ for each double-difference
series. A distinction is made between jumps that are associated with bias flags ("flagged"),
which do not corrupt a"full" or "regular” SOLVE solution, and those that have not had
extrabias flags assigned ("unflagged"). Y ou can obtain a sorted version of thisfile by
running the shell script sortv to sort the file vscan.out by epoch and produce two additional
files, onelisting the largest dlip for every double difference combination, the other (more
useful for large networks) listing only the 80 worst slips. Shown below is the output of
the second of thesefiles, named vxxxx1.ddd. worst, where the experiment name ( xxxx),
type of solution (1), and day number (ddd) are taken from the M-file name.
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80 worst junps

CHAN1L CHAN2 SIT1 SIT2 NDATA Ri EPCCH( F) FLAGGED EPCCH(U) UNFLAGD
2 4 6 7 496 0. 27 712 -1.02 713 -1.41
2 4 7 9 441 0. 45 712 +1. 23 713 +1. 40
2 4 3 7 517 0. 26 712 -1.21 713 -1.40
2 4 7 8 529 0. 40 712 +1. 05 713 +1. 38
2 4 7 10 531 0. 40 712 +1.38 713 +1. 37
2 4 1 7 21 1.16 712 -0.99 713 -1.34
2 4 2 7 530 0. 40 712 -1.07 713 -1.32
2 4 4 7 532 0. 40 712 -1.14 713 -1.30
2 4 5 7 517 0.31 712 -1.13 713 -1.27
1 3 7 9 165 0. 20 423 -1.29 360 -0.40
... 68 lines deleted ..

3 4 7 10 392 0.12 503 -0.19 366 -0.27

Created vshi ml. 350. sort

Created vshi mL. 350. wor st

Print with: enscript -fCourier7 vshinl. 350. sort
Print with: enscript -fCourier7 vshiml. 350. wor st

Thisfile can be used as a guide to interactive editing using CVIEW since the epoch of the
largest jJump, and the double-difference combination affected, are shown. Inthelist shown
above, for example, the repeated appearance of the same computed unflagged ( U) LC
jump at epoch 713 indicates that acycle dlip occurred at site 7 in either channel 2 or 4. If
renamed to cview.list , it can aso be read into CVIEW and used to skip directly to the
potential cycledipsin thelist.

A second summary of potential slipsisfilescan.dd. It differsfromvscan.outin listing al of
the potential dlips (not just the largest in each series) and suggesting the number of L1 and
L2 cyclesto be added or subtracted to fix them. It also includes an indicator for bias flags
on each of the channels. By including all flagged and unflagged dlips, however, scan.dd
provides alarger and more complicated file than one usually needs after running AUTCLN.
To use scan.dd it isusually best to sort it by epoch by running program SORTER, which
will ask you to select for inclusion dlips associated with series with rms values above a
given value:

% sorter

CHOOSE A LOVER BOUND TO SORT SCAN. RMS (e.g. 0.8) : 0.1

Anrmsbelow 0.1 cycle usually indicates that there are no slipsin the series. Y ou may also
exclude from the sorted list a satellite and/or station:

ENTER SAT AND SI TE TO EXCLUDE (e.g. 3 0 or CR to skip)

An abbreviated example of the output file, dd.srt, is shown below. The column headers are
not printed by the program but have been added here for clarity.
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Predicted dip
Epoch LCfullrms ChanlChan2 Stel Ste2 L1 L2
1 199 0.05 4 2 8 1 1.00 0. 00
2 199 0. 05 4 2 9 1 1.00 0. 00
3 199 0. 06 4 2 5 1 1.00 0. 00
4 199 0. 06 4 2 6 1 1.00 0. 00
5 199 0. 06 4 2 10 1 1. 00 0. 00
6 199 0. 07 4 2 3 1 1.00 0. 00
127 476 0.13 6 5 14 6 0. 00 -1.00
128 477 0.12 6 5 14 5 1.00 1.00
129 477 0.13 6 5 14 9 -1.00 -2.00
130 477 0.15 6 5 14 4 -1.00 -2.00

In this example, the repeated appearance of the same computed L1 jump at epoch 199
indicates that acycle dlip occured at site 1 in either channel 4 or 2. The combinations
shown for epochs 476 and 477 paint aless clear picture, but probably indicate multiple
slips—at both epochs and/or more than one satellite or station.

The third output of SCANDD isfile scan.rms, which gives for each seriesthe rmsvalue
calculated three different ways. 1) "full" (asin vscan.out and scan.dd), in which implicit
biases are inserted when explicitly flagged by AUTCLN or CVIEW,; 2) "quick" in which
an implicit biasisinserted at all gaps; and 3) "total", in which no implicit biases are
removed—i.e, the rms value will include all jumpsin the phase. Thisfileis most helpful in
identifying stations with receiver problems or satellites experiencing unmodeled translations
(from, e.g., non-gravitational forces) or rotations (mis-modeled yaw during eclipse or
"noon turn"). Likethe scan.dd file, scan.rms fileis sorted by program SORTER,
producing three output files:

rms.qui - LC-RMS for quick solution (any gap/flag starts a new rns)
rms.ful - LGRVMS for full solution (any flag starts a new rns)
rme.tot - LC-RVS of the entire series (as in CVIEW.

An abbreviated example of the file rms.ful is shown below, where the rms information (for
"quick", "full", and "total") has been sorted in order of decreasing size of the "full” rms:

Quic Full Total Noobs. Chanl Chan2 Stel Ste?2
1 0.18 0.18 0.18 21 5 1 2 1
2 0.10 0.17 0.17 27 7 6 7 6
3 0.16 0.16 0.16 12 6 4 3 1
66 0.10 0.11 0. 40 52 7 2 2 1
67 0.10 0.11 0.11 39 4 1 5 1
68 0.10 0.11 0.11 34 6 4 7 6

In this example, the smaller quick than full rms for series 2 indicates that thereis an
unflagged gap that may still have aslip. The large (0.40 cycle) total rms for series 66
indicates that there is aflagged jump (probably at a gap) which could not be patched by
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AUTCLN. With alargest full rmsof 0.18 cycles, this solution is probably free of slipsor
unmodeled effects.

A way of determining better whether the presence of cycle slips or bad modeling at a
particular station or satellite is causing the high rms values for certain seriesisto run
SHOWRMS. Theinput isone of the sorted rms lists (from SORTER), and the output isa
normalized distribution of the contribution of each station/satellite pair to the overall rms of
the predicted postfit residuals:

% show nB

Enter 1 for rms.qui 2 for rns.ful 3 for rns.tot
2
RMS DI STRIBUTION (total rnms = 1000) exanple: 234 = 23.4%

sum--> 125 191 58 154 169 102 198
chn --> 1 2 3 4 5 6 7

Enter 1 fix, 2 new, 0 quit, otherw se help
2

Selecting 2 (" new ) alowsyou to see the redistributed rms contributions after a station or
satelliteisremoved. Selecting 1 (' fix') issimilar but doesn't redistribute the
contributions—that is, they no longer add up to 100%. In this example, four of the highest
contributions are from station 1 (channels 1,2,4, and 5), so we may want to see what
happens to the distribution if we remove station 1 from the computation:

Enter channel #s to be renmoved (- for all sites)
0
Enter site #s to be renoved (- for all channel s)
-1

RVS DI STRIBUTION (total rnms = 1000) exanple: 234 = 23.4%
SEN| SUNM === - - - s s s e o oo
0: o o0 O O o o0 o
88: 11 18 7 11 11 11 18
102: 22 14 14 3 0 25 22
; 7 7 14 7 18
44: 11 0 O 3 7 7 14
58: o 112 7 7 11 11 11
161: 0 40 14 25 29 11 40
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sum - -> 58 102 51 58 73 73 125
chn --> 1 2 3 4 5 6 7

Now channels 2 and 7 from station 7 stand out as the largest contributors to the overall

rms. The results of SHOWRMS should not by themselves lead you to remove a satellite or
station from the solution since a higher rms value for a particular satellite or station may just
indicate alonger span of observations. The summary can, however, be used effectively as
aguide for inspecting the residuals using CVIEW.

6.4 Interactive editing using CVIEW

Program module CVIEW isthe primary interactive tool of the analysis software. It allows
the analyst to display to the screen almost every imaginable combination of phase and
pseudo-range residuals, as well as clock behavior and the sky tracks of the satellites. For
editing, it has a number of features which allow rapid and effective repairing of cycle dlips,
insertion and removal of additional bias parameters, and the unweighting of questionable
data. CVIEW also accepts as input RINEX or X-files, allowing inspection of raw data
when you suspect a receiver problem or want an early look at the ionosphere (LG) or
widelane (WL ) observables, neither of which depend on modeling the geometry. Any
analyst new to GAMIT should take the time to become proficient at using CVIEW. In our
15 years of experience we have seen no data set which can be completely understood
without some examination of the residuals.

By giving you a choice of the C-files to be viewed and (optionally) a particular set of
parameter adjustments to be removed, CVIEW allows you to examine the results of
different stages of the processing. In the most common case (at least before the advent of
post-fit editing by AUTCLN), you will want to examine the doubly differences residuals as
they are predicted to be after parameter adjustmentsin the final SOLVE. CVIEW obtains
these residuals by correcting the (pre-fit) residuals on the C-files using the partial
derivatives and the parameter adjustments written by SOLVE on the M-file, according to
the following formula

r' :ri-f-z (A pje dcildpj)

j=1m

where ri isthe prefit O — C ("observed — computed") at epoch
A pj isthe adjustment to parameterp;
deildp; isthe partial derivative of the observation with respect tqp;
and misthe number of adjusted parameters

To invoke CVIEW in this mode, type
cview m[ expt]a.ddd
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If you have used AUTCLN in its post-fit mode, you have a choice of two sets of residuals
to examine. Withthe“a” M-file, you will get the doubly differences residuals from the
final SOLVE solution, just as before. In this case the one-way residuals made available by
AUTCLN'’s corrections to phase clocks will be “nearly” flat but will in fact not represent
the actual post-fit residuals because the corrections for parameters adjustments have been
taken from the final SOLVE M-file whereas in correcting clocks AUTCLN used parameter
adjustments from the previous (“AUTCLN pre-") SOLVE solution, recorded on the M-file
now named with “p” as the sixth character (see the batch-file segence in Section 5.3). To
best evaluate the one-way residuals, you should give CVIEW the name of this earlier M-
file. Sincethis M-filewill contain the names of versions of the C-files (the “b” versions
with aO-ITER run, whereas the final “a’ M-file hasthe “d” versions), you will need to
have saved these earlier C-files or substitute the later ones (which are equivalent for this
purpose). This can be accomplished easily by using additional optional command-line
arguments when invoking CVIEW:

cview m[ expt]p.ddd ddd d

Thelast argument (d ) correspondsto the version of the C-files that are currently present in
your day directory. The day number is also included because it was added as a second
command-line argument to earlier versions of CVIEW for use with multi-session
processing (in which asingle M-file may have C-files from more than one day). Invoking
CVIEW in this mode is usually the best way to examine the dataif you have used
AUTCLN in post-fit mode since you can see problems directly in the one-way residuals
without having to infer from the double differences the station and satellite at fault. The
doubly differenced residuals, however, will not be those from the final SOLV E—though
they will usually be very close—so if there is a question about systematic signatures, you
may have to invoke CVIEW a second time with the “a” M-file. Thisisusually
unnecessary.

There is one additional mode for CVIEW that is sometimes useful; namely viewing the
(doubly differenced) residuals as they are passed to AUTCLN from MODEL or to SOLVE
from AUTCLN. Thefirst caseisinteresting if AUTCLN has performed poorly for one or
more stations or satellites and you want to determine why (e.g. poor a priori coordinates
leading to large pre-fit residuals and deletion by AUTCLN of most or all of the data). The
second isinteresting if the solution nrms and SCANDD output suggests mismodeling of a
satellite (e.g., from “burn”) and you want to see the effect before SOLVE has “smeared” it
into the residuals of other satellitesin the least squares adjustment. To view pre-fits, as
well asto select a sub-set of C-files, you must invoke CVIEW with no arguments on thje
command line. In this case, the program will prompt you for the name(s) of an M-file or
C-file(s). Responding with the M-file name resultsin adisplay of al the C-files, giving
you the opportunity to select a subset of the files and/or to change the sixth character of the

12 October 2000



Chapter 6 18

C-file names listed to asto read in adifferent set. Then CVIEW will then ask if you want
to view post-fit residuals. Responding Y (“yes’) will give you the standard post-fit mode,
just asif you had used an M-file on the command line.

Regardless of how many command-line argument you use, CVIEW will ask if you wish to
read in one of the lists of rms values and cycle slips generated by SCANDD, SORTER, or
sortv . An affirmative answer gives you the opportunity to go move quickly to the
problematic double-difference combinations using the LIST command in CVIEW, as
described below. Almost always you will want to choose rms.ful, the output of SORTER
order in decreasing rms . Thefilenames vscan. out and scan. out . wor st arenot
currently included among the choices listed by CVIEW, but the file format can still be
read—the user need only rename these filestavi ew. | i st.

As each C-fileisread, header information is displayed, including parameters indicating the
data types present. Once al the C-filesare read, CVIEW will display the first of several
interactive menus used in plotting:

L1 L2 LC LG WL NOPOLY TIME SERIES STACK] ] MOVIE[] STOP

SEEK PLOT LIST 1-WAY 2 PRNO6 3 PRNOS8 1 BLHL 2 VNDN FILE SEEK-FORW

For most of the boxes on the screen there is a stack of allowable commands, which can be
selected by clicking on the box with the mouse. The left button moves you backward in the
stack, the right button moves you forward, and the center button selects the pre-
programmed default shown in the illustration above. Thefirst four boxesin the top panel
select up to five observables to be plotted. The default isplotsof thelL1, L2, LC, LG
phase residuals and the wide-lane combination of phase and pseudo-range. Many analysts
prefer to use the fifth plot not for wide-lane by to show the time span of each one-way
combination contributing to the double difference. This give you the best opportunity to
infer quickly the likely station and satellite responsible for a gap, extra bias parameter, or
large residuals stemming for low-elevation data. The complete list of alowable datatypesis
given below in the order they appear in the menu stack:

AZ azimuth from station to satellite (degrees, clockwise from north )
EL elevation angle (degrees)

. nothing plotted

L1 L1 phase

LG geometry-free linear combination phase ( L2 —g*L1)

LC ionosphere-free linear combination phase (2.546 L1 —-1.984L2)
L2 L2 phase

P1 L1 pseudorange (cycles)
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P2 L2 pseudorange (cycles)

WL widelane combination (constant integer in cycles)

W+ widelane combination with large jumps removed (constant integer in cycles)
PG geometry-free linear combination pseudorange ( P2 - g*P1)

BG LG - PG (cycles)

11 pseudorange ionosphere at P1 (-g/(1-g 2) PG)

12 pseudorange ionosphere at P2 (-1/(1-g 2) PG)

CL computed receiver clock correction (microseconds)

DT horizontal display of all four one-ways in a double-difference combination

The sixth box in the top panel selects the order of polynomial to be removed from the plot,
or the order of derivative to be taken. For example, to plot the rate of change of double
differences (akin to "triple differences") you would select DERIV 1 (the units are cycles
per second), and to plot the derivative with afirst-order polynomial removed, select D1 +
P 1. The most useful selectionsare P 1 and P 2, in connection with the sPAN command
described below,.allowing you to remove afirst or second order polynomial from a short
segment of data. The next box selects TIME SERIES, SKY PLOT, Or SPECTRUM , defining
the type of axesto be drawn for the plot. The next two boxes, STAcK and MoVIE, allow
you to stack a series of plots on the same screen and/or to cause them to be displayed
automatically in sequence without intervention as explained below. The brackets — []
indicate that these two boxes are toggles, not stacks; clicking with any mouse button in the
brackets introduces an asterisk  [*] and turns on the feature. The final box sTOP sthe
CVIEW display and returns you to the control menu in the operating system window, at
which point you can resume the display (and editing) or exit the program. Returning to the
operating system menu without exiting the program is useful if you need to check files or
available disk space, for example.

The bottom menu panel contains the satellite(s) and station(s) being displayed. The default
isthe first double-difference combination (as shown here), but you may display one-way

or single-difference combinations by making the second box of one or both pairs blank.
Clicking on the fourth box (1-wAY) plots the one-way observable for the satellite and site
shown in the first box of each pair. Asfor the upper panel, the selection is changed by
clicking on the box to rotate forward (right mouse button) or backwards (Ieft button) in the
stack. Thefirst three boxes on the left contain the commands allowing you to move from
one screen to another. To change to a particular combination of satellites and stations, rotate
(either backward or forward) to the selections in the right four boxes and click onpLOT.

To select the next available double difference, click (with any mouse button) on  SEEK.
The default isto "seek-forward", in increasing order of satellites and stations, but you can
reverse the process (e.g. to return to a problematic combination) by clicking on the last box
to change SEEK-FORW t0 SEEK-BACK andthenusing Seek. To move through the
SCANDD list you haveread in, select Seek-LIST and then Seek. Clicking on LIST with
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the left or right buttoms will display in the bottom right corner of the screen the last or next
combination, respectively, but will not plot it.

Finally, ahard copy of the screen plot may be obtained by clicking on FILE to write afile
and then using the shell script sh_cview_panel.

Time series are displayed with the mean removed and the value indicated to the left of the
vertical axisas Y: 0 @ [mean value]. Also shownistherms (" s") of the series about the
mean. The time (X-) axisis marked in hours and minutes (hh:mm) but without resetting to
zero if the series goes over midnight. Unless SHOW MARGINAL has been selected, the
display will include only those observations weighted in the solution. Continuous
observations (no gap) are indicated by lines connecting each point. The epoch number of
any point can be displayed by clicking on the point. The presence of an extra bias
parameter isindicated by vertical bars, with "semaphores’ attached to indicate (in single or
double differences) which satellite(s) and station(s) have the bias flags; e.g.

/
| station 1 satellite 1 | station 2 satellites 1 and 2
/ \

Stations are indicated by semaphores to the left (station 1) or right (station 2)rfemory tool:
stations are separated horizontally on the Earth); satellites by semaphores at the bottom
(satellite 1) or top (satellite 2) (satellites rise or severtically).

When one or more time series are plotted on the screen, the top and bottom menu panels
change to display the following:

SLIP[] MOVE PATCH FIND SAVE UNWT REWT BIAS (-/?/+) UNDO ELIM
SAVE ABORT  SPAN[Y ALL[] <<T>> >>T<<  MARG[] HIDE[] << >>

The boxes in the bottom panel (except for the first two) control the display of the plots.
The most useful command issPAN. Toggled on it automatically expands and contracts the
horizontal axisto fit the time series being displayed. Toggled on after selecting a range of
points on the screen (by simply clicking on any of the displayed plots), it adjusts the
horizontal scaleto fit the span selected. Toggled on after selecting a single point, it
expands the scale and moves the selected point to the center of the screen. ALL returnsthe
horizontal scale to the complete interval of the session. The next two boxes ( <<T>> and
>>T<<) directly expand or contract the time axis. The final two boxes( << and >>) move
the origin to the left or right, expanding the time scale if appropriate. For short (e.g., 225-
point) series, the same effect can be accomplished with any one of several different
selections of these six boxes. The seventh box is atoggle between showing MARGINAL
(unweighted) points and hiding them. Toggled on [*], unweighted points are displayed as
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open circles or, if they were unweighted because they were below the elevation cutoff, as
open sguares. At present CVIEW does not distinguish between slightly and grossly bad
residuals, so that with marginals displayed the vertical scale is often distorted, masking
variationsin weighted points. The HIDE box is atoggle between hiding bias flags that
occur in one-way observations that fall in gaps in the double-difference combination being
displayed (SOLVE will remember the flags and insert an extra bias parameter in the
solution; we term these "pushed” biases.) ABORT quits the plot with no changesto the
series; SAVE quits and saves any editing that has been done to that series.

Most repairing of cycle slipsis accomplished with the PATCH and MOVE selections of the
top panel. For either box, you must first select a single point in the series you wish to have
moved to connect smoothly with the immediately preceding segment. Y ou do this by
placing the cursor on the point and clicking with theleft button on the mouse. (The use of
the middle and right buttons will invoke more powerful features, descibed below.) Then,
clicking on PATCH will cause the program to cal culate automatically the number of cycles
needed to repair the slip and to move selected point and all points beyond it. If you have
clickedonand L1 or L2 plot, PATCH will move the pointsin that plot only by the number
of integer cyclesthat best connects the phase. If you have clicked on LC, LG, or WL the
program will calculate the number of L1 and L2 cycles necessary to best fit two
combinations (with an appropriate weighting based on their respective scatters) and will
display in the lower right corner the statistical confidence level of thefit. Clicking on LC,
invokes use of LC and LG; clicking on LG invokes use of WL (!) and assumes the change
in LG = 0.; clicking on WL invokes use of WL and LG. The PATCH algorithmis
discussed further below in the context of editing strategies. Move works only on L1 and
L2 and allows you to adjust these series by integer or half-integer cycles using additional
menu boxes that will appear:

0.25 0.5 1 2 5 10 50 100 500 1000 Add 0.0

CANCEL M PERFORM R

For each of the boxes of the top panel, clicking on the left mouse button will decrement
(subtract from), and clicking on the right button will increment (add to), the value shown
by the unit for that box. Clicking on the middle button will choose the unit value. The
value selected will appear in the upper right corner of the screen (shown hereaso.). Then
clicking PERFORM or the right mouse buttom with the cursor in the plot areawill execute
the move; clicking CANCEL or the middle mouse button will cancel the selection. The
value of 0.5 isprimarily for L2 with squaring-type receiver channels where a one-cycle dlip
in the original signal correspondsto a half-cycle in the displayed phase. (The value of 0.25
[or 0.5 with full-wavelength signals] should be used sparingly and is included only to
check for 180° phase shifts, usually temporary, of the signal in some receivers.) MOVE is
primarily useful to test for phase repairs when the visual impression implies a different
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number of cycles than the number calculated by PATCH. Most of thetime PATCH alone
will do thetrick.

The BIAS box allowsyouto add ( right mouse button ), remove ( left mouse button ),
or locate (center mouse button ) extra bias parameters at epochs with questionable cycle
dips. It can be used with asingle epoch or arange of epochs (the latter being useful
primarily in removing biasflags). ELIM will eliminate biasflagsin al one-way datain
series displayed unless a narrower span is defined by brackets. FIND will attempt to assist
you in locating the (one-way) satellite and station combination associated with a cycle dlip
or extra bias parameter following a gap by changing the display to put as the first satellite
and station the one in which the gap occurred. Clicking on SAVE or ABORT, followed by
PLOT or SEek will restore the original sequence. (Be careful here, though, because you
may end up using intervening commands that erase CVIEW's memory of the last
combination. It'sagood ideato jot down on paper the combination on the screen before
invoking FIND, so that when you're finished editing a particular epoch you can return to the
right place in the search sequence. ) UNWEIGHT flags data points to be omitted from the
solution by SOLVE; REWEIGHT removestheflag. All of these commands are to be
executed after you have selected a point or range of points on the screen by clicking on
them with the mouse.

Note that for double differences, the corrections you make are applied to the first satellite
and first station displayed for the double-difference combination. The importance of being
aware of thisfeature is discussed in the next section.

The eighth and ninth boxes allow you to reverse your immediately previous action. UNDO
reverses the effects of PATCH, MOVE , WEIGHT , REWEIGHT , BIAS, and ELIM, all of the
commands that actually change the data. CANCEL simply removes the selection of points
you have made in anticipation of amove. ThesLip box is unused at present.

The movie function is useful for viewing an entire set of residuals quickly to infer its
character, locate a problem, or verify at the end of editing that everythingis clean. If
STACK isinvoked, all of the plots will be superimposed on the screen. Thisis a powerful
feature for discerning the nature of the residuals but it can become a messiif there are too
many series. Once you start the MOVIE, you can stop it by clicking anywhere on the
screen with the middle mouse button (click once only and wait for the current frame to
finish being written to the screen). Following thisby pPLOT will show you the series that
was on the screen when you stopped, allowing you to hit the panic button when you see
something you don't like If you start the MOVIE with the right button, plotting will stop
at thefirst serieswith LCRMS > 1.0.

When you have exercised all of the commands and gained some experience in data editing,
you can use CVIEW in amore automatic mode, using the mouse buttons to reduce the
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number of hand motions required. When the cursor isin the plot area of the screen, the
mouse buttons take on different functions. The Ieft button puts brackets on the data as
described above. The middle button acts as SEEK or ABORT according to command
displayed at the bottom. The right button executes the sequence FIND + PATCH, with
PATCHing being performed only if the correct satellite and station was "found"; a second
click on the right button will SAVE and re-PLOT. To UNDO the PATCHing, use the left

button .

Fixing cycle-dlipsin double differencesis straightforward if you remember certain rules. If
aparticular receiver channel slips one or more cycles, abreak will appear in all data
combinations that include that channel. For example, adlip in the L2 phase at station 1
received from satellite 3 will appear in al double difference plots LC, LG, and WL that
include station 1 and satellite 3. Thefirst step isto identify the station and satellite for
which the slip occurred . One way to do thisis to make use of the sorted output of
SCANDD (e.g., vscan.outworst ), marking on the printout or in the file displayed by an
editor the satellite and station common to all occurences of the dlip at a partrcular epoch (see
Section 6.3). If you have run AUTCLN in post-fit mode, you can identify the source(s) of
the dlip by viewing each of the one-ways contributing to the double difference. In the case
where thereis agap or extrabias flag in only one station and satellite combination of the
double difference, then the FIND command will identify for you the combination and move
ittothe (1, 1) position in the display. With thisdisplay, you can use PATCH (Or MOVE)
to fix the dlip, and then return to the original order of the double difference combination by
clicking on sAVE or ABORT. If thereisno gap or several gaps, then you should check all
four one-way series. Multiple slips are not uncommon since a satellite or receiver may
"hiccup”, affecting multiple stations or channels, respectively. In cases of very high noise
in the one-ways (due to bad clocks or ionosphere), you may have to deduce the culprit
channel by displaying several combinations of double differences. For example, suppose
that for three stations and three satellites the following combinations had acycle-dip a a
particular epoch of observation:

(station 1 - station 2) - (satellite 1 - satellite 3)
(station 1 - station 2) - (satellite 2 - satellite 3)
(station 2 - station 3) - (satellite 1 - satellite 3)
(station 2 - station 3) - (satellite 2 - satellite 3)

It is clear that the cycle-slip occurred at station 2 and satellite 3. Thusthe slip should be
fixed with satellite 3 and station 2 appearing first when the double difference combination is
selected in the menu. In some cases the location of the cycle-slip is ambiguous. For
example, if only two stations are observing, it isimpossible to determine at which site a
dlip occurred. In thiscase, the dlip can be fixed at either site, The only requirement is that
all double-difference plots be free of cycle dlips, i.e, that the cycle-slips are fixed
consistently.
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Remember: All editing operations are applied only to the first satellite and station in the
double difference combination, so if the tedit is made in double differences, you may have
to switch the order before executing the operation (bias, unweight, reweight, patch, move)

Once the correct satellite and station are identified as responsible for a cycle dlip, the next
step isto determine its size and whether it occurred in L1 or L2. If the ionospheric
fluctuation between epochs is much less than a cycle (or a half-cycle with codeless tracking
channels), it will be obviousin the separate plots of L1 and L2 how many cycles slipped in
each channel. If theionospheric fluctuations are large, however, only LC may be
sufficiently smooth to discern the size of the dlip. 1n the most difficult cases, it may be
necessary to examine all four phase series (L1, L2, LC, and LG) to deduce the combination
of L1 and L2 cycles (and/or half-cycles) responsible for the LC jump. Table 6.1 givesthe
most common residual LC and LG jumps that occur for combinations of slipsin L1 and L2
for the cases of full-wavelength and half-wavelength L2. The bold-faced entries,
representing L C jumps of less than one cycle, are the most dangerous since they can escape
detection if the fluctuationsin L1 and L2 due to the ionosphere are very large.

Using PATCH in CVIEW alows you to avoid computing the L1 and L2 combinations
explicitly. UsedwithLCor LG, PATCH will make a best estimate of the jumps by
examining these two time series and apply integer correctionsto L1 and L2. The statistical
confidence of the estimate is displayed, allowing you to assess whether to retain or add a
free-biasflag at the break. Thisisauseful feature even when you believe that thereis no
dlip, in order to reinforce your subjective judgement of the confidence of the connection
made by AUTCLN. PATCH uses up to 15 points on either side of the dlip (usualy also a
gap) in estimating its correction. Its estimate and confidence level arereliable asfar asthe
LC and LG residuals are concerned. There are times, however, when the analyst is
justified in raising the confidence level based on the appearanceof L1and L2. If LC and
LG are noisy compared with L1 and L2 (which can occur if multipathing dominates
ionospheric fluctuations), then using PATCH or MOVE on L1 and L2 separately is more
convenient. Inthiscase Table 6.1 is particularly useful.
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Table 6.1 LC and LG jumpsfor L1 and L2 slips

LC = 2.546 L1 - 1.984 L2 LG=1L1L2 - 0.779 L1
L1 L2 LC LG
Al'l conmbinations<s + 1
-1 -1 -0.56 -0.22
-1 -0.5 -1.55 0.28
-1 0 -2.55 0.78
-1 0.5 -3.54 1.28
-1 1 -4.53 1.78
0 -1 1.98 -1.00
0 -0.5 0. 99 -0.50
0 0.5 -0.99 0. 50
0 1 -1.98 1.00
1 -1 4,53 -1.78
1 -0.5 3.54 -1.28
1 0 2.55 -0.78
1 0.5 1.55 -0.28
1 1 0. 56 0.22
Positive conbinationx #+ 5 with LC < 1.0 or LG<0.1
2 1.5 2.12 -0.06
2 2.5 0.13 0.94
2 3 -0. 86 1.44
3 4 -0.30 1.66
4 5 0. 26 1.88

In data sets with many gaps (from. e.g., a poorly performing receiver), there may be a
large number of bias flagsinserted by AUTCLN and you would like to perform the entire
edit manually. In thiscase, you can use the BIAS function to remove all bias flags which
arein thefirst satellite and station displayed or theeLim function to remove bias flagsin all
satellites and stations associated with the series. |f a data set has many small gaps but few
actual cycle dlips, it is sometimes easier to remove all the bias flags before starting and then
add back the ones you need. This strategy isfacilitated by program RMBIAS, which isrun
from abatch file ( rmbias.bat ). To create this batch file run the script mk.rmbias
responding to the prompt with the 6th character of the input C-files. The script will then
create in rmbias.bat an RMBIAS command for each C-file in your directory with that 6th
character. The output C-files will always have 6th character "x". Y ou can rename them
using the scripts mvcf or copyc. If you are using AUTCLN, there should never be alarge
number of bias flags remaining and you should have no need for RMBIAS.

After you have completed all editing for the session, click on sTop and answer positively

the query to write out corrected C-files. The names of the new C-files are created by
incrementing the sixth character of the old C-file names. Whenever you select STOP while
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editing, CVIEW will give you the opportunity to continue editing and/or to save the edited
C-files by issuing the following prompt:

You may:
1 Write new C-files, incrementing series letter
Write new C-files, incrementing series letter and deleting old C-files
Overwrite input C-files
Not write any C-files

a b W N

Not write any C-files but save vcview.out
Only 1 and 4 will let you continue editing

Pick a number

With modern data sets, for which any editing is can usually be accomplished by adding
edi t _sv_site commandsto AUTCLN, you will have used CVIEW only for diagnosing
problems and you may select4 or 5 to avoid writing out the C-files. If you have performed
edits, particularly cycle-dlip repair, which you wish to keep, then you should select 1, 2, or
3. The simplest course isto overwrite the input C-files, but if you have spent along time
editing and don’t want to chance a (rare) system problem, then 1 isthe safest option. In
this case you may need to rename the C-files (change 6th character) to match what SOLVE
is expecting (from the M-file) using the script mvcf after finishing with CVIEW. If you
select options 1 or 4, you will get the prompt

Do you wish to continue editing (Y/N)

A "yes' () reply will return you to the editing screen, after performing an interim save of
the C-filesif you have chosen option 1. A "no" ( N) reply will exit the CVIEW, either
directly if you have selected option 4, or after writing out the C-filesif you have selected
option 1. When you are engaged in along editing sessions, it is prudent to sToP editing
periodically to save the C-files. (Neither the hardware we have used nor the software we
have written isimmune to unexpected crashes.)

Option 5 at the end of editing will write out afile ( vcview.out ) of all the edits you have
made in the session. Running the (interactive) program AUTEDT or (better) the shell script
sh_cvedt extracts from veview.out the information about which data you have unweighted
and appends to theautcin.cmd file the appropriateedi t _si t e_sv commands for AUTCLN.
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6.5 Srategies for Editing

When used in its postfit mode, AUTCLN will usually produce a near-optimal editing of the
datafrom almost any survey, including those performed in the 1980s and 1990s with first
or second generation receivers. For these older surveys, or modern ones spanning only a
few hours and including only two or three stations, it is efficient to view all of the datawith
CVIEW to satisfy yourself that AUTCLN has recovered all of the useful data and not left
any unnecessary bias flags. If you find problems, you may elect to perform the edit
manually, especially with small data sets, but most of the time you can induce AUTCLN to
do the right thing by changing its input parameters and/or pre-deleting (with the

edi t _site_sv command) short spans of noisy data. This approach has two advantages
over manual editing: 1) it transfers the burden of editing from the (expensive, slow, and
fallible) analyst to the (cheap, fast, and dlightly lessfallible) cpu; 2) theautcin.cmd file now
maintains the record of all edits, so that you can reprocess the data, from RINEX filesif
necessary, as modeling and editing algorithms improve.

The preferred strategy for networks with more than two or three stationsisto first examine
the outputs of SOLVE (g-file) and AUTCLN ( autcin.post.sum and the sky-plots of phase
residuals [pPHS] produced with sh_gamit) to determine if there were any problems with the
run. If so, then you can use the outputs of SCANDD (sorted versionsof  vscan.out and
scan.rms) with CVIEW to identify the station or satellite and cause of the problem and add
controlsto autcin.emd to fix it. Since SCANDD isfairly time-consuming to run, it's
usually most efficient to omit it from the standard batch solution and repeat the run if you
suspect problems.

The most obvious indicator of abad solution isthe nrms value in the Q-file. Asdiscussed
in Section 5.4, values above 0.3 usually signify a problem, and for many surveys you
should expect most valuesto be near 0.2. If you are processing several days of asurvey at
onetime, grep'ing on nr s for al of the g-fileswill give you an indication of problem
days. If the nrmsisabnormally high, you should then look at the ~ scan.rms output of
SCANDD (or rms.ful after running SORTER) to seeif asingle satellite or station is causing
aproblem. If you find values greater than about 0.2 cycles, you should examine the
residuals visually with CVIEW to understand the cause of the problem.

Even without a high nrms, you should examine the autcin.sum file to ascertain whether
there are problems with a station or satellite. If areceiver or clock is malfunctioning, or if
you have a bad a priori coordinate for the station, AUTCLN may have deleted large
guantities of data or added an excessive number of biasflags. Thefirst threetablesin the
summary file will tell you quickly if thereisamajor problem. With postfit editing, the
table of one-way phase residuals will characterize precisely the preformance of each station
and satellite. With either postfit or prefit editing, you should also make sure that in the
DATA AMOUNTS listing there are small numbersinthe Gap (data deleted in gaps) and BF

12 October 2000



Chapter 6 28

(bias flags remaining) columns and that the number of dataretained ( Good column) are
comparable to those for other stations. If you find anomalies, the other tablesin thefile
and CVIEW can help you determine the source of the problem. If you have run AUTCLN
in post-fit mode, there will a summary of the rms of the residuals for each station and
satellite, allowing quick identification of outliers. (Seethe explanation for these tablesin
sections 6.2 and 7.6 and the on-line help for AUTCLN.)

If you suspect problems at a station from its postfit rms, you should run sortv on the
vscan.out filefrom SCANDD. Usually, looking at vxxxxa.ddd. worst will tell you if there
are any potential dlips. It would be unusual for there to be more than one or two of these
(if any) after AUTCLN unless there is a station with a malfunctioning receiver.

For regional networks, there is one additional and very important editing consideration if
you plan to attempt ambiguity resolution in the analysis. The present version of SOLVE
assigns the (one allowed) explicit ambiguity parameter to the last segment of the double-
difference series; that is, the data after the last extra bias parameter (shown by abar in
CVIEW). Thisis because the extra bias parameters are all estimated implicitly. In order to
maximize the probability that the ambiguity for a series will be resolved, you want to have
the last segment as long as possible. This meansthat for stationsin aregional network you
should not leave an extra bias parameter in the latter part of an otherwise continuous series,
but rather unweight the data at the end containing these extra biases. The last entry in the
tri moneway_t ol commandfor AUTCLN givesyou some control over this, but it's till
possible to have a too-short segment at the end of a double difference sequence. For
widely spaced fiducia stations where there is no chance to resolve ambiguites, leaving an
extra bias parameter associated with afew points at the end is of little consequence. The
important thing in this case is to avoid breaking up with bias flags long segments of data,
wherever they are located in the observing span.

Once you have identified any editing problems with the solution, you should make take
corrective action and then rerun the solution from the appropriate step. If the problemis
bad data from station or satellite you can begin with AUTCLN, after removing the bad data
from consideration using theedi t _si t e_sv command in the (base) autcin.cmd file (taking
advantage of CVIEW's ahility to generate these entries automatically for short segments
removed using the UNwT command—see the last paragraph of Section 6.4). If the
problem is abad a priori station coordinate, you should begin with MODEL after updating
the L- or T-file. If you suspect abad orbit, you can first repeat the SOLVE run with the
satellite excluded ( excl ude:  PNO04 , e.g., inthe Sessi on Opti ons ) totest your
hypothesis, andthenadd edit_site_sv entriestothe autcin.cmd fileto providea
permanent record and assure exclusion in future runs. Occasionally the appearance of bad
data can be traced back to a problem with the information in the RINEX file (e.g., named
incorrectly) or the auxilliary files of GAMIT (UTL,, pole., station.info ).
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7. Running the M odules I ndividually

7.1 Introduction

Each module can be run individually using the batch files created by FIXDRV, edited if
necessary to change input controls. To run the modules from a batch file, use the operating
system option for the redirection of standard input devices. This option allows the user to
redirect the input from a batch file rather than from the keyboard. For example, to run
MODEL from batch input file bvent7.002, type

model <bvent7.002

and the program will take responses from the input file. Thisisthe basis of the batch mode
of processing. An examination of the primary and secondary input files output by
FIXDRV will make these concepts clearer (Section 5.3).

7.2 Running ARC

The function of ARC isto create a T-file of tabulated ephemerides of the satellite
coordinates and the partial derivatives of these coordinates with respect to initial conditions
and the other adjustable parameters (just the three non-gravitational force parametersin the
current version). Below is a sample batch file from the example network discussed in
Chapter 5:

File bvent7.001 (ARC)

PRN 3

PRN 6

PRN 9

PRN 11

PRN 12

PRN 13

END

| GS92 SPHRC 900.0 75.0 GPST | NERTIAL B1950
arcout . 002

gvent 7. 002

87 23 21 37 23.00000
87 9 16 37 23. 00000
Y
tvent 7. 002

Thefirst fivelines list the "names" of the satellites to be integrated (ARC expects names of
theformPRN nn or NAVSTAR nn), terminated by END. The next line specifies the models
and integration controls, read under format control. The preferred gravitational model is
1GS92, invoking the IGS standard for GM and an 8x8 truncation of the GEM-T3 gravity
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field. However, most GAMIT analyses prior to release 9.25, including the GARNER
orbits generated at SIO, have used MERIT standards, so if you are reintegrating a G-file
for regional analysis but combining the H-files with those generated elsewhere, be careful
that the gravitational models are consistent. In multiyear anlysis for station positions and
velocities, there is no serious problem in having used different gravitational models to
generate the orbits since the adjustments of initial conditions will absorb most of the model
differences.

The only radiation pressure model available in the past has been a "flat-plate” or "spherical”
(SPHRC) model in which adjustable parameters were defined for the Sun direction
("direct"), spacecraft y-axis ("y-bias"), and the Earth-pointing (spacecraft z) axis ("z-bias).
Only thefirst two of these are well determined and usually estimated. A better geometric
model is defined by the Sun-pointing axis, y-axis, and a third axis orthogonal to both of
these. Investigatorsat AIUB (Berne) (Beutler et al., [1994]; see references in Chapter 2)
have termed this third axis "x", but we designate it the "b-axis" to distinguish it from the
spacecraft x-axis. This parameterization is available by specifying SRDY B, which allows
three adjustable parameters, or BERNE, which allows the three constants plus once-per-rev
accelerations (sine and cosine terms) along each of these three axes, for atotal of 9
parameters. Beutler et al. [1994] (and the AIUB standard processing) incorporate into
these formulations the ROCK 4 model described by Fliegel et al. [ J.Geophys. Res., 97,
559-568, 1992], modified to lump the " X" and "Z" forcesinto asingle "direct” force (M.
Rothacher, personal communication, 1994). Tests carried out at MIT thus far have shown
no improvement (in fact, a slight degradation) using the ROCK4 model, so we do not
includeit in BERNE or SRDYB. A second difference between the GAMIT and Bernese
formulations is that we include shadowing only in the constant, direct solar term, whereas
Berneincludesit for all 9 terms. Two additional parameterizations are available: SRDY Z
uses the same adjustable parameters as SPHRC but includes the original formulation of the
ROCK4 model, with the additional forces applied along the X and Z axes. Finaly,
SRXY Z uses adjustable parameters and ROCK 4 forces along the spacecraft x, y, and z
axes. The details of these formulations may be found in the code and documentation of
subroutine ertorb.f in the /arc directory.

The next two entries on the same line are for the T-file tabular interval and integration step-
size, both given in seconds. The nominal values are 900 (15 minutes) and 75 seconds,
respectively. The tabular interval must be an even multiple of the integration step-size. The
final three entries give the time type (GPST or UTC) desired for the T-file (GPST is now
default), and the reference frame, which in the current version must be 1950.0 inertial.

The next two lines give the filenames of the ARC printed output and the input G-file
containing the initial conditions and initial values of the non-gravitational force parameters.
Thereisthen ablank line (for historical reasons), followed by the start and stop times of
the integration, given as (2-digit) year, day-of-year, hours, minutes, seconds. Thetimes
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given are the times between which interpolation can occur; the actual values on the T-file
will extend five epochs beyond the limits given. The last two lines of the ARC input
contain asingle control (Y or N )indicating whether the variational equations (partial
derivatives with respect to initial conditions and parameters) are to be integrated, and the

name of the output T-file.

The ARC print output file (ARCOUT. ddd ) summarizes the input controls and also records
the times when each satellite is being eclipsed by the Earth. Thisinformation is useful in
evaluating the level of stochastic variation (Markov parameters) to be allowed with
multisession T-filesin GLOBK. A sample output file is given below but with the summary

for only one satellite included:

Qut put archive file: arcout.278
Input ICs file: ggpst7.278

9.16 of 94/07/26 14:40:00 (SunQOS)

St andard spherical radiation pressure nodel

used

Epoch of 1Cs, read from ggpst7.278

Yr Mh Dy H Mn Sec JD Sec of Day (GPST)
87 10 5 18 22 59. 2447074 66179. 00000000

I nput start tinme for observations:

Yr Mh Dy H Mn Sec JD Sec of Day (GPST)
87 10 5 13 7 59. 2447074 47279. 00000000

I nput stop tine for observations:

Yr NMh Dy H  Mn Sec JD Sec of Day (GPST)
87 10 5 23 37 59. 2447074 85079. 00000000
TDT- GPST at | C epoch = 51.1840 sec

R I S I R R PRN 9 R I R R R R R

PRN 9 is a block 1 satellite and has a nmss of

ICs found in the g-file: X Y Z
Satellite and ICs: PRN 9

XDOT YDOT ZDOT RAD1 RAD2

462600. 0 grans
RAD3

- 0. 256749494345660D+05 0. 415313921343370D+04 0. 565073203730440D+04
-0.104843035787760D+01 -0. 158739652566680D+01 - 0. 336546540194340D+01
0. 100000000000000D+01 0. 00O0000000000000D+00 0. 000000000000000D+00

Sat Se nmnmr Ax Eccen'ty
KM

PRN 9 26560. 651

Peri gee

0.012882 66 23 29.5

PRN 9 Radi ation pressure, Y-Bias, Z-Bias:

| ERS92/ | GS St andards for model constants
Tinmes witten to T-file header (GPST)

I C epoch: 87 10 5 18 22 59.000000
Start 1987 10 5 11 22 59. 000000

St op 1987 10 6 1 22 59.000000
No. epochs: 57

Tabul ar interval: 900.0
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Integration interval:

Inclin'n Ascen. Node Vh Anomal y

DD M SS.S DDD WM SS.S DDD WM SS.S DDD WM SS. S

63 59 40.5 356 53 45.0 98 29 17.0

0. 100000D+01 0. 000000D+00 0. 000000D+00

75. 0000



PJD LAMBDA YR DOY MO DY HR M N PRN
Start eclipse: 2447074.56631 0.161 87 278 10 5 13 35 PRN 9
Ecl i psi ng: 2447074. 54027 0.010 87 278 10 5 12 57 PRN 9
Ecl i psi ng: 2447074.53940 0.912 87 278 10 5 12 56 PRN 9
End ecli pse: 2447074.53853 1.000 87 278 10 5 12 55 PRN 9
Start eclipse: 2447075.03940 0.432 87 279 10 6 0 56 PRN 9

Qut put yaw file: yvent7.278
Qut put epheneris file: tvent7.278

The identification of the satellite as "Block 1" or "Block 2" is relevant to select the nominal
direct acceleration in the radiation-pressure models. These are further modified by the
nominal mass of the satellite, read from filesvnav.dat. Thisnominal direct acceleration aso
becomes the unit for the (smaller) estimated accel erations along the x-, y-, z-, and b-axes.

For the eclipse summary, thefirst lineprinted Gt art ecl i pse) givesthe first integration
epoch for which the shawdow factor ( LAMBDA; 1.0 = full sunlight ) islessthan 1.0; thisis
followed by all epochs for which the factor is less than 1.0 (only one in this case) and the
first epoch for which the factor isagain 1.0 @nd ecl i pse).

During the integration ARC will combine the eclipse information with the history of
spacecraft yaw biases givenin svnav.dat to create a session-specific Y -file of predicted
Spacecraft attitude for the span covered by the T-file. Anexample of aY-fileaspaninlate
1995 is shown below:

PRN YAW RAT BI AS YR MO DA HR MN ECLI PSE

39 NOM NAL yaw rates - explanation of file in read_yaw.f
1 0.123 P 95 10 30 9 15

2 0.113 N 95 10 30 9 15

9 0.128 P 95 10 30 9 15

9 0.128 P 95 10 30 9 37 E

9 0.128 P 95 10 30 15 37

9 0.128 P 95 10 30 21 36 E -134.4 9.7

9 0.128 P 95 10 31 3 36

12 0.199 U 95 10 30 9 15
31 0.097 P 95 10 30 9 15

Examples are given for satellites with positively-biased ( P ), negatively-biased ( N), and
unbiased ( U) yaw, and for satellites with no eclipses(PRNs 1, 2, 12, and 31) and two
eclipses and a noon maneuver during the span ( PRN 9). The extravalues given for the
second eclipse of PRN 9 are the yaw and beta angles at the start of the eclipse; these are not
written into the original Y-file by ARC but rather added by MODEL during processing.
For an explanation of the history and importance of yaw modeling see Secton 2.3 andBar -
Sever [1996]. See Section 9.8 for alisting of svnav.dat giving the history of yaw biases
for al of the GPS satellites.

12 October 2000



Chapter 7 5
7.3 Running MODEL

The function of MODEL isto create a C-file containing the observation residuals (O-Cs)
and partial derivativesto be used in SOLVE to estimate adjustments to parameters. Below
isasample batch file from the example network discussed in Chapter 5:

File bvent7.002 (MODEL)

S Static Mde

pcat 07. 278 Print file

ivent7.278 Station clock polynomal (I-) file

lvent 7. 278 Coordi nates (L) file

xcat o7. 278 Input X or Cfile

ccat o7.278 output Cfile

N Delete input Cfile?

tvent7.278 T-file

I Inertial frane

N use Wfile?

N use Z-file?

jvent7.278 Satellite clock polynomal (J-) file

o 7 7 Geodetic datum/ Tide nodel / SP Earth rotation
0.0 NONE el evation angle cutoff (now ignored in MODEL) / antenna nodel

3 yventt. 278 Cl ock model / Yaw file

1013.25 20.0 50.0 pressure, tenp, humdity
SAAS SAAS NVFH NMVFW

The first line indicates the type of experiment—static (S), kinematic (K), or dynamic (D)—
and is used to guide MODEL in the reading of the X-file. Thereisan additional key-letter
input possible ('O") if the X-fileis'old-styl€, written prior to October, 1991, and doesn't
itself have an identifier for the type of experiment. The "hooks" for kinematic and dynamic
processing have been put in MODEL (and most of the other modules), but these features
are not yet operational .

The second line gives the name of the print (P) file that records the file-header and model
information for the run. The P-file name is normally the same as the X-file name except for
the first character, but any name can be used for test purposes.

The third line gives the name of the receiver-clock (1) file, which should have been created
by FIXDRV. Thel-file nameis normally the same as the D-file name except for the first
character, but again is arbitrary.

The fourth line gives the name of the site-coordinate (L) file. The L-file nameisnormally
the same as the D-file name except for the first character, but again is arbitrary.

The fifth line gives the name of theinput X- or C-file. MODEL will use the first character
to determine the file type. The sixth line gives the output C-file name. Thisisfollowed by
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aninput ("Y' or 'N) indicating whether the input C-file should be deleted at the end of the
MODEL run. If thetheinput datafileisan X-file, MODEL will not delete it regardless of
the entry on the seventh line.

The eighth line gives the name of the satellite ephemeris (T) file. The T-file nameis
arbitrary except for the first character. For single-day T-files, use of the last digit of the
year and the day of year are convenient.

The ninth line indicates whether the MODEL computations are to be performed in an earth-
fixed ('E’) or inertia ('l') coordinate system. At present, only inertial frame computations
are supported by ARC and MODEL.

The next group of questions tell MODEL whether you wish to use an input table for surface
meteorological data (W-file) or water-vapor-radiometry data (Z-file). If the response to
either of these questionsis"Y", the name of the file should be added as an additional line
following the question response. Use of these tablesisrelatively untested.

The next line gives the name of the satellite clock (J) file. The nameisarbitrary but is
usually the same as the D-file except for thefirst letter. The Jfile should have been created
from an E-fileusing MAKEJ. With Selective Availability invoked, alarge J-file, computed
using observations at a site with an atomic frequency standard, may be necessary.

Line 13 has three integers designating the geodetic datum and the models to be used for
solid-earth and ocean tides and short-period (diurnal and semidiurnal) oscillations of UT1
and pole. The current version of GAMIT works properly only in spherical (internally
Cartesian) coordinates, so' 0' should always be specified for the datum. The integer
controlling the tide model is binary coded—the first (1) bit for the default frequency-
independent model for solid-earth tides, the second (2) bit for a frequency-dependent model
for the K1 solid-earth tide,the third (4) bit for the pole tide, and the fourth (8) bit for ocean
tides. The default (7) isto apply the first three models. Previous versions of GAMIT did
not use the pole tide, but GLOBK will detect this an add it when combining h-files.
Application of ocean tides requires an additional input tablediide.) and is still being tested

Line 14 was formerly used for the elevation cutoff angle, but this can no longer be
controlled in MODEL ; hence the zero entry. The other entry on thislineis akeyword
indicating the model to be used for antenna phase-center variations. The default is NONE,
but atable (ant nod. dat ) may be used to provide an elevation-dependent (  ELEV) or
el evation-and-azimuth-dependent (AZEL) model. See Appendix 7 for the current state-of-
knowledge of the mean and time-variable locations of the L1 and L2 phase centers for
commonly used GPS antenna.
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The next line has two unrelated entries. Thefirst (integer) specifiesthe way in which the
receiver clock isdetermined. A value of 1 indicates no correction is to be calculated—the
time-tag on the X- (or C-) fileis accepted as correct; this option is used for areceiver that
keepsiits clock synchronized with GPStime. A value of 2 indicates that the first or second
order polynomial estimated from pseudoranges in FIXDRV and stored in the I-fileis used
to model the clock throughout the session; this option is valid for clocks that maintain
continuity and have a stability of better than 1 part in 10 8 over the session, such as the
T14100 or any receiver attached to an atomic frequency standard. A value of 3 forcesa
clock estimate from pseudoranges at each epoch; thisis the most general option and can be
used under all circumstances except when the clock is synchronized but the pseudoranges
are corrupted, as was the case with early MiniMac data. The second entry is the name of
the satellite yaw file to be read to determine the spacecraft attitutde.

The last two lines allow you to select the default (fixed) values for surface meteorological
data and the models to be used in computing the atmospheric delays. The default models
are shown; see Chapter 8 for amore detailed discussion.

A summary of the MODEL run is contained in the P-file. A typical P-fileis shown below.
It records, successively in divided sections, 1) the version and files used, 2) the X-file
header information, 3) T-file header information, and 4) the information actually used by
MODEL and recorded on the output C-file header. In reading a P-file, be careful not to
confuse X-file header values (for, e.g. antenna height or station coordinates) with the
values read at run-time and used by MODEL. At the end of the P-file are warnings issued
by MODEL regarding the calculation of receiver-clock corrections.

** x* MODEL VERSI ON AND | NPUT FI LES SUMVARY **
Program MODEL Version 9.78 of 98/06/04 17:25:00 (SunQOS)
MODEL Run on 1998/ 6/ 5 14:53:11 by rwk

Receiver-clock (I-) File : ivent7.278

Site Coordinate (L-file) File : lvent7.278
I nput Qoservation File: xcato7.278

Qutput C-file . ccato7.278

Ephereris (T-) File © tvent7.278

SV clock (J-) File : jvent7.278

** X-FI LE HEADER | NFORVATI ON **
GPS Phase and Pseudorange for GAM T Processi ng

MAKEX v. 6.31 of 89/08/18 20: 47:
Run by brad on 1989-08-23 14:21:23
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MADE FROM FI LE: //bull en/ data/gps/trex9/y87d278/ cato7.278.fic
HEADER FROM SOURCE FI CA FI LE:

UNPACK 1.7 M T GPS 1988021413:52: 03  cato7kurt MVEMTEC

Operator input site code CATO

Operator initials FW

Qperator input receiver serial num UNO2

Qperator input antenna height (m 1. 0000

Operator input humdity (% 75. 0000

Qperator input tenperature (deg C 150. 0000

Operator input pressure (M) 980. 0000

Sof t ware versi on nunber 1. 2000
CVI EWrun
CVI EWrun

X-File witten fromC-File : ccatoc. 278

END

Site: Solstice Cyn

Coordi nates (lat,lon,rad): 33 54 26.00037 118 47 4.92878 6372399.996000

Recei ver

Antenna offsets (Up North East) L1:

Start time: 1987 10 5 14 37 55.080 urc
Channel s= 7 Epochs= 225 Interval = 120
Oiginal data interval = 0 Session= 1
Partials= 0 | DUAL= FRQFAC=
Channel PRN Data type: 1 2 3 4
LAVBDA
1 3 -1-1 1 1
2 6 -1-1 1 1
3 8 -1-1 1 1
4 9 -1-1 1 1
5 11 -1-1 1 1
6 12 -1-1 1 1
7 13 -1-1 1 1
** T-FlI LE HEADER | NFORVMATI ON **
Tabul ar epheneris file generated fromgvent7.278 4- 6-1998 16:52: 45 15
Epoch of initial conditions: 10 5 87 18. 22. 59.000
Ephereris start : 10 5 1987 12. 7. 59.000
Ephereris end : 10 6 1987 0. 37. 59.000
Tabul ar interval (sec) : 900. 000
T-file epochs : 51
Comment s :
GPST | NERTI AL B1950 | AU68 | AUBDO | GS92 BERNE
X Y z XDOT YDOT ZDOT DRAD YRAD BRAD DCOS DSIN YCOS YSIN BCOs BSIN
Nurber of satellites D7
NI NTRS . 48
Orbital parameter types X Y z XDOT YDOT ZDOT DRAD YRAD BRAD DCOS DSI N
YCOS YSI N BCOS BSI N
Satellite name and ics :
PRN 3  -13976.909468 22548.101150 3693.221053 -1.1970 -1.3321 3.3986 1.0000 ...
PRN 6  -24301.947288 -3636.941639 -10053.296475 1.5332 -1.6140 -3.1724 1.0000 ...

software: GES 1.20 Antenna: TI4100
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** | NPUT MODELI NG | NFORVATI ON **

SVs sel ected

Channel : 1 2 3 4 5 6 7
PRN #s : 3 6 8 9 11 12 13
SV type and antenna offset fromcenter of nass
PRN # Blkid DX DY DZ (m
3 1 0.2100 0.0000 O0.8540
6 1 0.2100 0.0000 O0.8540
8 1 0.2100 0.0000 0.8540
9 1 0.2100 0.0000 O0.8540
11 1 0.2100 0.0000 O0.8540
12 1 0.2100 0.0000 O0.8540
13 1 0.2100 0.0000 O0.8540
Input I-file clock ploynom al coefficients
Epoch (seconds) 0.117102D- 04
Rate (seconds/second) -0.420373D-08
Accel eration (1/SEC 0. 000000D+00
Cubic term (1/s'S) 0. 000000D+00

Revr firmvare from X or Cfile ( 1.20) does not match station.info ( 0.00)---
station.info value witten on G and Hfile

Datumread fromfil e GDETIC DAT

Title reads: Geodetic Datuns yb/rwk 87.4.21
Dat um sel ect ed: a 1/f DX DY Dz
WGS84 6378137. 000 298. 257223563 0. 000 0. 000 0. 000

Tidal corrections applied are: 3
The value is decoded as:

1 =solid earth tides

2 = frequency dependant K1 node
4 = pole tide

8 = ocean tides

The corrections are applied as per the binary option
That is a value of 15 inplies all corrections

Short period earth orientation corrections applied are: 3
The val ue is decoded as:

0 = no short period corrections
1 = short period pole corrections
2 = short period utl corrections

The corrections are applied as per the binary option
That is a value of 3 inplies all corrections

Antenna type fromstation.info: TI4100
Standard code: T14100 Full nane: Tl 4100
O fset from nonunent (code, U N E): SLPAB 1.1170 0.0000 0.0000

equi val ent to ARP offset: 1.1138 0.0000 0.0000
--constant throughout session
Phase center nodel requested: NONE Used: GL.GAMT 9.2 Code: NOGL

TI 4100 L1 phase center offsets from ARP from antnod.dat [UNE] (nm): 227.0
0.0

TI 4100 L2 phase center offsets fromARP fromantnod.dat [UNE] (mm: 202.0
0.0

Mean L1 offset from nonunment [UNE] (n): 1. 3408 0. 0000 0. 0000

Mean L2 offset from nonument [UNE] (n): 1.3158 0. 0000 0. 0000
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At nospheric nodel s

Sea- | evel pressure = 1013. 250 nb
Sea-| evel tenperature= 20.0 degs C
Rel ative humidity = 0.50 (fractional)

Zenith del ay nodel s and mappi ng functions:
DRYZEN WETZEN DRYMAP WETNMAP
SAAS SAAS NWFH  NMFW

** QUTPUT C-FI LE HEADER | NFORVATI ON **

GPS Phase and Pseudorange for GAM T Processi ng
MAKEX v. 6.31 of 89/08/18 20:47:

Run by brad on 1989-08-23 14:21:23

MADE FROM FILE: //bull en/datal/gps/trex9/y87d278/cato7.278.fic
HEADER FROM SOURCE FI CA FI LE:

UNPACK 1.7 M T GPS 1988021413:52: 03  cato7kurt MEMTEC

Operator input site code CATO

Qperator initials Fw

Operator input receiver serial num UNO2

Operator input antenna hei ght (n) 1. 0000

Qperator input humdity (% 75. 0000

Operator input tenperature (deg O 150. 0000

Operator input pressure (M) 980. 0000

Sof t war e versi on nunber 1. 2000
CVI EWrun
CVI EWrun

X-File witten fromCFile : ccatoc.278

Mbdel 9.78 of 98/06/04 17:25:00 (SunQCS)
Run on 1998/ 6/ 5 14:53: by rwk

Record 2 :

Site: Castro Peak
Revr, SN: Tl 4100
Ant, SN Tl 4100
Rcvr, SW GES 0.00

Coordi nates (lat,lon,rad): 0.59179633 -2.07320273 radi ans 6372. 284511

Antenna offsets (Up North East) ARP:

1.1138 0.0000 0.0000 L1: 1.3408 0.0000 0.0000 L2: 1.3158 0.0000 0.0000

SKD=S MM ME= 2 NEPOCH= 225 INTER= 120 | RCI NT= 120
Start tine: 87 5 10 14 37 59.080 (GPST) Session: 1

Channel PRN Data type: 1 2 3 4
LAVBDA

R e
e

3 1
6 1
8 -1 -
9 1
1 1

GO WNE

1
October 2000
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6 12 -1-1 1 1
7 13 -1-1 1 1
Raw data file: XCATOr7.278 T-file: TVENT7.278
J-file: jvent7.278
Bi as flags ( 1) : 0O o
Model s:  B1950 | AUB8 | AUBO | GS92 BERNE
Epheneris epoch (PEP JD, sec GPST) 2447074 66179. 000
Earth rotation
Epoch (PEP JD, sec GPST) 2447074  66119. 080
UT1l- TAI, UTldot (s, s/d) -23.49007 -0.00166 UT1 type: 2
Xp, Xxpdot (arcs, arcs/d) -0. 05586 -0.00060
yp, Yypdot (arcs, arcs/d) 0. 30169 0. 00134
psi, psidot (arcs, arcs/d) -1.09850 0.00000
eps, epsdot (arcs, arcs/d) 9. 74699 0. 00000
Met data (series binary flag) : 7
Zenith delay (m 2.2123
Station weight = 1.0
NPART=26  NLABEL=20 NEXTRA 1
EXTRA= 0. 00
Record 3 :
RLABEL, |SLOT, |IDMS =SITE # LAT. (DWMB) 11
SI TE # LONG ( DVB) 11 1
SI TE # RADI US (KM 21 0
ATMOSPHERE 31 0
SI TE # CLK EPCCH 41 0
ORBIT X km 101 O
ORBIT Y km 111 0
ORBIT Z km 121 O
ORBI T Xdot km's 131 O
ORBIT Ydot km's 141 O
ORBI T Zdot km's 151 O
RAD PRES DI RECT 161 O
Y AXI' S BI AS 171 0
B AXIS BI AS 181 O
COs DI RECT 191 O
SI' N DI RECT 201 O
COS Y BIAS 211 0
SIN Y BI AS 221 O
CCsS B BIAS 231 O
SIN B BI AS 241 0
PREVAL= 0.59179632565998D+00 - 0.20732027318210D+01 0. 63722845106000D+04
0. 22123446029015D+01 0.11710230000000D- 04 - 0. 42037335000000D- 08
0. 00000000000000D+00 -0.13976909467684D+05 0.22548101149911D+05
0. 36932210527633D+04 -0.11970220164939D+01 - 0. 13320686827172D+01
0. 33985770848327D+01 0. 10000000000000D+01 0. 00000000000000D+00
0. 00000000000000D+00 0. 00000000000000D+00 0. 00000000000000D+00
0. 00000000000000D+00 0. 00000000000000D+00 0. 00000000000000D+00
0. 00000000000000D+00 -0.24301947287728D+05 - 0. 36369416390653D+04
-0.10053296474502D+05 0.15331794338002D+01 - 0. 16140243063355D+01
-0.31724316986411D+01 0.10000000000000D+01 0. 00000000000000D+00
0. 00000000000000D+00 0. 00000000000000D+00 0. 00000000000000D+00
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[eleoleololololololololololololololololololololololololeleNe)

. 00000000000000D+00
. 00000000000000D+00
. 16134956701078D+05
. 25422889115928D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 56507320373044D+04
. 33654654019434D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 23389414394361D+05
. 66573089221972D+00
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 19579413854459D+05
. 19824156922850D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 19029837926710D+05
. 20508523425603D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 30168593809399D+00
. 16590441639308D- 02

[eleoleojojololololojolololojolololololololololololololoNe]

. 00000000000000D+00
. 26708660387432D+04
.23822396282475D+01
.. 10000000000000D+01
. 00000000000000D+00
. 00000000000000D+00
. 25674949434566D+05
. 10484303578776D+01
. 10000000000000D+01
. 00000000000000D+00
. 00000000000000D+00
. 81237872687489D+04
. 20904296667312D+01
. 10000000000000D+01
. 00000000000000D+00
. 00000000000000D+00
. 14938585132190D+05
. 31835280614272D+01
.. 10000000000000D+01
. 00000000000000D+00
. 00000000000000D+00
. 15948840452290D+05
. 52050149665399D+00
. 10000000000000D+01
. 00000000000000D+00
. 00000000000000D+00
. 55859160277778D- 01
. 13425022500666D- 02

No valid data for
No valid data for
No valid data for

END HEADER | NFO - -

BEG N

RCLOCK at
RCLOCK at
RCLOCK at

epoch
epoch
epoch

MODEL war ni ng i n EPOCH_CLK:

recei ver clock correction from PRNO3 at epoch 202 is enornous:

MODEL war ni ng i n EPOCH CLK:

recei ver clock correction from PRNO3 at epoch 202 is enornous:

Ngood
109

89
33
137
113
61
165

PROCESSI NG MESSAGES

50
65
199
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. 00000000000000D+00
. 21097415555649D+05
.16491869581020D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 41531392134337D+04
. 15873965256668D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 98838109221874D+04
. 31751918542911D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 10564066754801D+05
. 82201988393225D+00
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 93986557781736D+04
. 32470509987392D+01
. 00000000000000D+00
. 00000000000000D+00
. 00000000000000D+00
. 60000000000003D- 03
. 23490069961604D+02

1. 2030E+02 seconds!
1. 2030E+02 seconds!
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7.4 Running CFMRG

The purpose of CFMRG isto create an M-file to control the combination of C-filesand
selection of adjustable parameters to be input to the estimation module SOLVE. SOLVE
rewrites the M-file, adding adjustments to the parameters; this updated M-file is then read
by CVIEW to calculate predicted postfit residuals. A sample input batch file follows:

BATCH

cato 4 letter site code

| ove 4 letter site code

noj a 4 letter site code

pver 4 letter site code

safe 4 |etter site code

wsfd 4 letter site code

yknf 4 |etter site code
3 6 8 911 12 13 Total PRN Nunbers

ccat od. 278 Cfile

cl oved. 278 Cfile

cnoj ad. 278 Cfile

cpverd. 278 Cfile

csaf ed. 278 Cfile

cwsfdd. 278 Cfile

cyknfd. 278 Cfile

END

EEEEEEE

mv/ent a. 278 Mfile

Y coordi nate partial s?

Y at nospheric partials? This should be hard wired
4 4 4 4 4 4 4 Nunber zenith del ay paraneters

Y orbital partials?

Y SV antenna offset partials?

Y gradi ent paraneters estinmated? (Y/N)

11 1 1 1 1 1 Nunber of gradi ent paraneters - Session 1

The structure of the batch file is rather archaic, with many entries present for historical
rather than logical reasons. Thefirst line of the input file specifies batch mode for
CFMRG,; interactive modeis no longer supported. Thisisfollowed by asite of the 4-letter
site codes for the run, ablank line, and alist of the satellites appearing on the C-file. Next
isalist of the C-filesto be included, terminated by 'END'. The next line, a string of 'E's,
one for each station, specifies that explicit, rather than implicit biases are to be used. Next
is the M-file name, which must match the name given in the SOLVE batch file. The'Y'
('yes) for coordinate partials may be changed to 'N' if sites coordinates are not to be
included in the SOLVE parameter menu (for 'ORBIT' modein SOLVE)). The'Y' for
atmospheric or gradient partials should not be changed. The number of zenith-delay
parameters or gradient parameters to be used may be changed, but must match the valuesin
the SOLVE batch file and must be the same for all sites. The'Y'sfor orbit and satellite
antenna offset partials may be changed to 'N' if no orbital parameters are to be adjusted and
you do not wish to have them appear in the SOLVE menu.
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7.5 Running SOLVE

The principal inputs to SOLVE are the C-filesand an M-file. The phase data, the O-C's,
and the partial derivatives are read from the C-files; the parameter menu and pointers are
read from the M-file. The adjusted values are output to the M-file in order to compute the
post-fit residualsin SINCLN, DBLCLN, or CVIEW, and adjusted station, orbital, and
(optionally) clock parameters are written to new L-, G-, and I-files, respectively, for usein
subsequent processing.

SOLVE was originally designed to be interactive in order to facilitate manual intervention in
resolving phase ambiguities. With the increasing size of GPS networks, interactive useis
less tractable, and this feature is no longer supported. With SOLVE version 9.33 we have
radically changed the input batch file to replace commands designed originally for
interactive operation with commands more easily understood and edited by the user. The
batch file generated by FIXDRYV for the full’ (not 'quick’) solution for the sample network
discussed in Chapter 5 is shown below with comment lines added to document additional
controls.

* << key-word-controlled batch file formt >>

* synmbol ":" nmust exist in command |ines as separator *
* any non-bl ank character at first columm nmeans coment |ine
* enpty after ":" neans coment line too *

-------------- Part 1 -- Files and 3 obal Controls

operati on node: bat ch

Qfile nane: gvent a. 278

Hfile node: 0

dat um code: 0

Mfile nane: m/ent a. 278

gui ck solution choice: ful

bi ases: explicit

phase difference options: double difference

conbi nati on node: LC HELP
bi as search approach: decision function
search pat h: narrow | ane
search criteria: 0.15 0. 15 1000. 00 10. 00

start and end epochs: 1 225 1

set cutoff el evation:
cutoff: all_sites 15.0

error nodel:
stn_error: all _sites uniform 10.0
sat_error: all_sats 0.0

—————————————— Part 2 -- Paraneters
set paraneters:
estimat e: all sites all_paraneters
fix: all _sites clock
# fix: all _sites zenith
fix: all _sites grad
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estimat e: all _sats all _paraneters

fix: all _sats clock radiation

fix: gl obal all _paraneters
exit set:

-------------- Part 3 -- Apriori Constraints

set apriori constraints:
tight_apr_coord: cato 100.000 100. 000 100. 000
tight_apr_coord: |ove 100.000 100.000 100. 000
tight _apr_coord: npja 100.000 100.000 100. 000
tight _apr_coord: pver 0. 010 0. 010 0. 010
ti ght _apr_coord: safe 100.000 100.000 100. 000
tight _apr_coord: wsfd 0. 010 0. 010 0. 010
tight _apr_coord: yknf 0.010 0.010 0.010
| oose_apr_coord: all_ 100. 100. 100.
zenith delays: all _sites 4 PW

tight _apr_zenith: <cato 0.500 0.005 100.0

| oose_apr_zenith: cato 0.500 0.005 100.0

tight _apr_zenith: 1love 0.500 0.005 100.0

| oose_apr_zenith: love 0.500 0.005 100.0

tight _apr_zenith: nmpja 0.500 0.020 100.0

| oose_apr_zenith: npja 0.500 0.020 100.0

tight _apr_zenith: pver 0.500 0.020 100.0

| oose_apr_zenith: pver 0.500 0.020 100.0

tight _apr_zenith: safe 0.500 0.020 100.0

| oose_apr_zenith: safe 0.500 0.020 100.0

tight _apr_zenith: wsfd 0.500 0.020 100.0

| oose_apr_zenith: wsfd 0.500 0.020 100.0

tight _apr_zenith: yknf 0.500 0.020 100.0

| oose_apr_zenith: yknf 0.500 0.020 100.0

tight _apr_grad: cato 0.03 0. 03

| oose_apr_grad: cato 0.030 0.030

tight _apr _grad: |love 0.030 0.030

| oose_apr_grad: love 0.030 0.030

tight _apr _grad: npja 0.030 0.030

| oose_apr_grad: noja 0.030 0.030

tight _apr_grad: pver 0.030 0.030

| oose_apr_grad: pver 0.030 0.030

tight _apr _grad: safe 0.030 0.030

| oose_apr_grad: safe 0.030 0.030

tight _apr _grad: wsfd 0.030 0.030

| oose_apr_grad: wsfd 0.030 0.030

tight _apr_grad: yknf 0.030 0.030

| oose_apr_grad: yknf 0.030 0.030

tight _apr_orbit: PNO3 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1. E+03
tight _apr_orbit: PNO6 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1. E+03
tight _apr_orbit: PNO8 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1. E+03
tight _apr_orbit: PN09 1.0E+04 1.0E+04 1.0E+04 1. 0E+04 1.0E+04 1.0E+04 1. E+0:
tight _apr_orbit: PN11 1.0E+04 1.0E+04 1.0E+04 1. 0E+04 1.0E+04 1.0E+04 1. E+0:
tight _apr_orbit: PN12 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1. E+03
tight _apr_orbit: PNL3 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1.0E+04 1. E+03
| oose_apr_orbit: all_ 10. 10. 10. 10. 10. 10. 1000. 1000. 1000.
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exit set:

——————————————— Part 4 -- Session Options
set session_1 options:

i ncl ude: all _sites all_sats
at nosphere constraint: N
i onosphere constraint: 0.0 1.0

wi de | ane anbiguity criteria: 0.15 0.15 1000.0 10.00
exit set:

-------------- Part 5 -- Solution Options
set tight free solution option:

print out solution: g-file ofile
print out solution: g-file ofile
update file option: mfile l-file g-file
input_mfile name: mvent a. 278
output_mfile nane: nvent a. 278
input | file nane: | vent 7. 278
output | file nane: | vent a. 278
set tight fix solution option:
print out solution: g-file ofile
update file option: mfile l-file g-file
input_mfile nane: nventa. 278
output_mfile nane: mvent a. 278
input | file nane: | vent 7. 278
output | file nane: | venta. 278
input_g file namne: gvent 7. 278
output _g file nane: gvent a. 278
g_line: By FIXDRV gventa. 278 r wk 12/ 22/ 1993
17:07: 50

set | oose free solution option:
update file option:

exit set:

set | oose _fix solution option:
print out solution:

exit set:

With the new batch file, amost all of the SOLVE options and constraints can be changed
simply by editing the command lines. In Part 1, for example, you can rerun SOLVE with a
different observable or ambiguity-resolution options, for example by changing

conbi nati on node, bias search approach, andsearch criteria The
conbi nat i on node keywords are the same as in thesestbl. for Choi ce of observabl e
as explained in Section 5.2. The only ambiguity resolution schemes that have been
exercised with recent data are the range-priority algorithm selected bgZonbi nati on node
= LC_RANGEand tuning of the deviation and sigma of thesear ch cri teri g asdiscussed
in Section 5.5. However, other approaches, including simple rounding and use of an
expectation function, are coded and could be invoked by usersinterested in further research
in this area (see Blewitt [1989], Dong and Bock [1989], and SOLVE subroutine bisopt.f)
The algorithm and parameters for the widelane resolution are specified in the batch file
under Sessi on Opti onssince these depend on instrumentation and ionospheric activity.
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Editing the batch file is particular convenient for running quickly different subsets of the
data. To change the span or sampling, edit thest art and end epochsline, in which the
first value isthe start epoch, the second the end epoch, and the third the decimation factor.
To the low-elevation cutoff, edit the numerical value and/or add additional lines:

cutoff: all _sites 15.0
cutoff: cato 20.0

Theerror nodel keywordsand values are analogous to those in thesestbl. (Section 5.2),
in which you can chose uniform, baseline-length-dependent ( basel i ne ), or elevation-
angle-dependent (el evat i on) weightsfor any or al stations, and/or different weights for
individual satellites. For example,

error nodel :
stn_error: all _sites uniform 10.0
stn_error: cato elevation 4.3 7.0
sat _error: all_sats 0.0
sat _error: PNO9 20.

To fix aparameter, add its nameto thelist in Part 2; i.e.,

fix: all _sites clock cato |ong

to fix the longitude of site 'CATO' (Castro Peak). In Part 3 are given the a priori
constraints for sites, orbital parameters, and zenith-delays for both the tight (user-
specified, in sest bl . ) and loose (default, for GLOBK) solutions. The units for all of
these inputs are meters for position and meters/second for velocity. Note that for zenith
delays, it is best to use the same constraints for the loose solution as for the tight, since
GLOBK does not estimate these parameters.

To unweight stations or satellites in the solution, use the exclude command in Part 4; e.g.,

excl ude: cato pver pn03

Part 5 specifies mainly the output files for the run. Y ou can change the names of any of
these if you want, e.g., to make multiple runs with the same data.

When SOLVE runsit writes output both to standard output (screen or the .log file) and to
the Q-file. The screen output is almost the same as the Q-file but includes also arecord of
every 50 epochs as the program is running plus and indication of when additional (implicit)
bias parameters are inserted as the data are read and the normal equations formed. An
explanation of the Q-fileis given in Chapter 5.
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7.6 Running AUTCLN

AUTCLN operates on one or more C-files to flag and/or patch cycle slips and unweight
guestionable data, using all combinations of the available phase and pseudorange data. The
program is executed using a single runstring:

autcln <command file> <out cf series> [....list of cfiles...] OR
[dfile name] <in cf series>

where <command file> is an optional command file (commands are given in the ctogobs.hlp
file). If no command fileisgiven (default file generation) then " should be used as a place
holder in the runstring. If defaults is given as the command file then the defaults willl be
printed. The program will not act on the rest of the runstring.

<out cf series> IS a single characater to denote the new cfile series to be written out. 1f no
character given (i.e., ' ' used) then no updated cfiles will be written. Special characters that
can be used are:

-- Overwrite the input C-files
+ -- Increment the C-file seriesletter, converting numeric series valuesta.

[....list of cfiles...] iSthelist of cfilesto be cleaned
or

[dfile name] isthe name of a D-file with the list of C- (or X-) files

<<in cf series> When the dfile form is used this optional argument can be used to
change the input cfile series from that in the D-file.

A sample AUTCLN command fileis given in Chapter 6 and copied below.

AUTCLN Conmand Fil e
renove_bias cond 10.0 3.0 1800.0
al | ow one_bg yes
use_gamt _elev yes
use_cview edit yes
renove_first_bia yes
dd return_size 100 25 5 10.

* Site dependent ion parameters

ion_junp fair 120 6 2 5
ion_junp kour 120 6 2 5
ion_junp vyell 120 6 2 5
ion_junp darw 120 6 2 5
ion_junmp ncmu 120 6 2 5
ion_jump trom 120 6 2 5
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A non-blank character in the first column denotes a comment. All commands are case
insensitive. A complete list, copied nearly verbatum from the on-line help file
(kf/nelp/autcin.hlp ) iS given below:

end Last command issued. An end-of-file (EOF) will have the same effect.

use_postfit <nfile nane>
Used to invoke postfit editing. The argument may be al or part of the m-file updated
with adjustments by SOLVE. If no argument is given then the nameis assumed to
ben{ df nnj a. ddd where[ df nn] are the four characters from the D-file name given
inthe AUTCLN runstring. If one character is given thisis assumed to be the series
name (i.e., a, b..). If lessthan seven characgers are given these are used as the
beginning of the name of the M-file; if 7 or more, they are assumed to be the
complete M-file name. If the M-file cannot be opened, then awarning message is
printed and prefit residuals will be used. The M-file does not need to contain all of
the stations being used by AUTCLN. Note: Care should be taken that the M-file
goes with the current C-files (i.e., that MODEL has not been re-run using different
parameter values since the M-file was created).

apply phs clk [MAX Iter] [Non-int] [Converged % [Over shoot]

This command will invoke a new feature in which will generate one-way phase
residuals which should have all the clock effects from the ground sites and satellites
removed. The processsis done iteratively with the arguments allowing the user
some control. MAX It er isthe maximum number of iterations (default 30). Non-
i nt isthe number of iterations before a non-integer bias parameter will be used in
estimating the clock offset (default 3). Conver ged %givesthe percent changein
the rms of the one-way residual s between iterations that will be taken to mean the
solution has converged (default 0.1 %).  Over shoot can be used to speed
convergence. At each iteration, the mean offsets of the one-way residuals are
computed and removed. The overshoot isamultiplier used so that more than the
mean isremoved at each iteration. The default is 1.5, and values greater 2 seem to
cause solutionsto diverge. All of the arguments are optional with the default being
used for any values not passed. Invoking this option will normally double the
AUTCLN runtime. The solution will not be affected unless there are pathol ogical
clocks that cause numerical problemsin SOLVE, in which caseappl y_phase_cl k
will usually fix the problem. With this option on, the RMS scatters of the one-way
residuals are computed and added to the summary file. These can be useful when
attempting to diagnose problems. Caution: The one-way residuals will look flat in
CVIEW only when the same M-fileisused in AUTCLN.

postfit _edit [Start Iter] [Nsigma] [Max Restore] [ Max rns]

This commands allows editing of phase residuals using an n-sigma criterion.

Appl y_phs_cl k isinvoked when thisoptionisused. Start |ter denotesthe
iteration nmber inappl y_phs_cl kbefore editing starts. Several iterations should be
made before editing. The defaultis9. Nsi gna isthe multiplier threshold in sigma
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unitsfor deleting data. The sigma used isthe RM S scatter of the LC phase data from
each site. Thedefaultis4.0. LC residualsthat are lesstham- si gna and have been
flagged due to close bias flags can be restored provided they are less than
max_restore (default 0.5cycles). If astation's RMSis greater thanMax r ns, its
datawill be completely removed from the solution (default 0.5 cycles)

rng_junmp_tol [n-allan sd] [mn junpséc)]
This command specifies the size of a discontinuity in the range O-C that will be
considered aclock jump. Thefirst valuep- al | an sd] isthe multiplier of the clock
stability given by the Allan standard deviation and the second value (min jump
(usec)) is the minimum, in microseconds, that will be considered ajump in
microseconds; .i.e., both numbers must be exceeded for a clock jump to be flagged.
The default values are 100. 0 and 0. 95, but to better detect bad ranges that cause
problems with postfit editing, values of20. and 0. 1 may be preferred.

clk reset tol [junmp differenceudec)]

Tolerance for jump to be taken as a millisecond reset in the clock (usec). A typical

valueis 10 psec, but it may need to be increased if apriori clock polynomial (from
FIXDRV) does not match the data well (for example due to bad apriori station
coordinates or satellite orbits). The default isset to 100 usec to account for low
quality crystal clocksin many receivers.

rng resid tol [n-sigma] [min error (M] [max error (mM]
Tolerance for bad range residuals. Range residuals are computed after satellite and
station clocks are estimated. They are equivalent to doubly differenced range
residuals are affected by poor station coordinates and satellite orbits. The maximum
value before a point will be deleted is n-sigmatimes the rms of the range residuals,
but the value tolerance value cannot be lessthan mi n error nor more than nax
error, both in meters. The defaults are 10. 190. 380 and should not be overridden
unless many BAD Pre-RNG data for messages appear.

ion_junp_tol [Reciever code/ALL] [rmax gap (sec)] [Multiplier]
[Mn dion (cyc)] [Max dion (cyl)]
Lets user set the tolerances for detection cycles slips in the ionospheric delay (LG).
The maximum jump allowed is set by mininum of thelfax dI on] and the maximum
of the [multiplier] by the last change in theion delay and theNt n dI on (cyc)]. That
istolerance will fall somewhere between M n dl on and Max dl on with the
intermediate values set by the Mul ti pl i er by the changein the previous two data
points. The test will be done for all data points separated by [max gap] or lessand
all contiguous data. The default valuesare30. 6. 2.0 5. 0, which work well
with modern receivers even in polar and equatorial regions. With older receivers and
aquiet ionosphere, the first three values should be 240. 4. 0.8 to provide more
sensitive detection of cycle dlips.
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rng_noi se [ Receiver code/ ALL] [noise (mm]
L ets user specify the apriori values for the standard deviation of the range
measurements by site (initial values only). They will be updated during the
AUTCLN run and the updated values reported in the clock and range statisticsin the
output and summary file.

max_rclk_iterations [max iterations]
Maximum number of range clock iterations. The solution for the estimate of the
satellite and station clocksis iterated to determine the statistics of the range noise and
clock Allan standard deviations. The iteration stops either at [max iterations] or until
the convergence criteriaare met.

rel _clk weight [weight]
Weight to be given to the clock noise model based on previous iteration's estimate of
the Allan standard deviations of the clocks relative to data noise while estimating the
clocks. Typical valueisto down weight the clock statistics by afactor of 10 relative
to the data.

rng_cl k_root [range clock root of file names]
Lead part of the name to be given to the range clock solution output. 1f noroot is
given then the range clock solution will not be output. For example  crng will
produce output files named cr ng. PI N1 and cr ng. PRN_21. A cplot command file
will also be generated calleckr oot >. pl t

phs_cl k _root [phase clock root of file nanes]

Lead part of the name to be given to the phase clock solution output. If no root is
given then the phase clock solution will not be output. Seeng_cl k_r oot .

phs_res_root [phase residual root of file names]
Lead part of the name to be given to the one-way phase residual (to the prefit model)
output. If no root is given then the phase will not be output. See rng_cl k_r oot
andresi dual _site

sng_diff_root [single difference file root]
Lead part of the name for single difference between stationsfiles (These may be used
with the program mon_data to processing single difference kinematic data). The
single differences are between first site and subsequent sites. The esi dual _site
list is used select which sites to write to single difference files, which are only
generated if C-files are written out.

residual _site [List of four character codes/ ALL/ NONE]

L ets the user specify which sites should be output to the phase residual or single
differencefiles

sumary _file [Nanme of sunmary fil e/ 6]

Name of asummary file. If the command is not given, the summary iswritten to a
file named autcin.sum. If 6isgiven asthe file name then the summary iswritten to
standard out.
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rcv_allan_sd [site code/ALL] [All an standard devi ation (ppb@00sec)]

Allows the user to specify the Allan standard deviations of the clocks at each site.
These are updated during AUTCLN run.

renove_bias_cond [Chi**2 Ratio] [min chi**2] [nmax gap] <large gap scal e>

Sets the constrasts for removing biases. A biasflag isremoved if
X = C2/(C1+min*exp(-CL/min)) > ratio

where C1 isthe smallest chi**2 obtained during trial fixesto integer values; C2 is
the next smallest; minismi n chi **2 inthe command; and ratio isChi **2 Rati o
in the command. In addition, the gap must be smaller thanmax gap. The default
valuesof Chi **2 Ratio, min chi**2, andmax gap are12., 3., and 3600.
(sec), respectively. Thefinal argument | arge gap scal e isoptiona; ifitis
specified, then the value of X computed from the dataisreduced by 1 H ar ge gap
scal e *atan(gap/min data)) where gap isthe gap inthedataand min data isthe
smaller of the number of datain the left and right segments about the gap. The
default value of | ar ge gap scal eis5.0

al  ow_one_bg [yes/ no]

Deals with the case where al channels of areceiver dip at nearly the sametime. By
specifiyingyes you allow AUTCLN to select one channel as a base, patch it roughly
in one-ways, and the patch all other channels with respect to it.

use_ganit_elev [yes/no]

If yes is specified (default), then the cutoff angle specified in the C-file will be used
in editing and outputting data, the safest approach for rerunning old data (cutoff
passed from the C-file to the X-file via CTOX). With new data a better approach is
to use the min_elev command of AUTCLN and to control use of databy SOLVE
with the GAMIT sestbl. input.

use_cview edit [yes/no]

Allows user to specify if the CVIEW unweight flag (-1) should be used or not. If
yes is specified then the CVIEW unweight flag will not be overridden by AUTCLN.
The default isno.

use_nm range [yes/ no]

Allows user to specify if MiniMac range measurements should be used. The default
is not to use them (no). (If ranges are not used then MiniMac should be connected to
avery good clock.)

i gnore_gaps [yes/ no]
Lets user specify that gaps should be ignored when forming acceptable double
differences during cleaning. The default is no; this option should only be used for
cleaned data when the GAMIT elevation cutoff and CVIEW edits are used.
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flag_gaps [yes/ no]

L ets user specify if gaps in the one-way data should be flagged with abiasflag. The
default isno, but is automatically set toyes when theal | ow_one_bgyes isgiven

gap_si ze [cf_code/ ALL] [nunber of epochs]

L ets user specify the number of epochs allowed in a gap so that it will not be
flagged. At setting of 1 (default) will cause all gaps to be flagged. Specifying
gap_si zeautomatically turnson thé | ag_gaps option.

renove_mns_junp [yes/ noj

Lets user decide if millisecond jumps are in the clock are removed when C-files are
written. The default isto remove the jumps(es).

renmove_first_bia [yes/no]
By default AUTCLN puts a bias flag at the beginning of each one-way sequence as
part of itsinternal bookkeeping. This has no influence on the SOLVE solution, but
the extranesous flags will be removed before C-files are written if yes is specified
for thiscommand. The writing of single-difference files requiresthe initial bias, so
yes should not be specified when single difference files are to be written.

edit_site sv [Site Code] [PRN] [Start Epoch] [Stop Epoch]
Allows user to specify site/satellite combinations over specific epoch ranges to be
edited and not used in determining clock behavior and double difference editing.
Useful for treating bad satellite range data.  ALL may be used delete all sitesfor a
specified specified satellite; 0 may be used for the PRN number to delete all satellites
over the specified epoch range.

phs fit tol [4 values all in cycles]

Tolerancesin deciding if acycle dip has occurred in the pre-fit clock fit to the one-
way phase data. The values and their defaults are as follows:

(1) deviation of mean phase residual from range solution in pass 1 (1000.);
(2) deviation of worst phase residual from range solution in pass 1 (500.);
(3) deviation of pass 2 mean phase from pass 1 phase solution (200.);
(4) deviation of pass 2 worst phase residual from pass 1 phase solution (100.).
Values 3 and 4 are normally much less than values 1 and 2. The actual deviations being
flagged can be viewed by settingt at us_report Passl_slips Pass2_slips
status_report [List of options]

Allows user to tailor the output of the program by selecting which quanities will be
output in autcin.out. The options come from the following list:

CLK_JMP_PROC - possible clock jump detection

CLK_JMP_VAL - value of clock jump when one is found

BIAS ADDED - BIASflag added during one-way phase processing
PASS1 SLIPS - Number of cycles added in Pass 1 one-way clean
PASS2_SLIPS - Number of cycles added in Pass 2 one-way clean
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DD_TRIALS - List each double difference combination tried
DD_ESTIMATES - Estimates of cycle dlip during the DD fix.
DD_SCAN - Details of scan flag showing sites and svs used.
ELEV_DIST - Distribution of final (weighted) data by elev
RUN_PARAMS - Dump of parameters used in run.

ALL may also be used, and then -option toturn off particular output; e.g.,
status_report all -clk_jnp_procThe status reports are sent to standard out.

dd report [DD Report file nane] [option]
Allows user to specify afile of the format readable by CVIEW and to specify which types
of double differences should by output to thisfile (i.e. ALL, FI XED, NOT_FI XED. If the
file name dd.srt is used then the file can be directly read into CVIEW to alow checking of

the cleaning results.

mn_elevation [Mn clean elevation (deg)] <M n output elev (deg)>
Minimum elevation to which data will be cleaned. Once this value has been set in
AUTCLN, the data below this elevation will not be useable later without further cleaning.
The minimum output elevation is optional and is the elevation cutoff to be applied when the
C-filesare written. Thiscommand isignored ifise_gani t _el ev = yes

trimoneway tol [mn_dtl_bias] [m n_good bias] [mn_dtr_end] [m n_good_end]
Set the tolerances used in triming the one-way data to remove small segments of data
(defaults in parentheses):
mi n_dt| _bi as - mininum time in seconds between bias flags (120 s)

mi n_good_bi as - mininum epochs between bias flags and maximum
epochs over which abias flag will be removed in one-way data (8)

mi n_dtr_end - Fraction of total duration of data allowed for abiasflag at the end
of the one-way sequence (0.1)

mi n_good_end - Number of epochs of data allowed after last bias flag (24)

dd return_size [Max W.] [Max LC] [Max LG <One way fix tol>
Set the number of datato be used for cycle skip repair (defaults in parentheses):
Max WL - widelane estimates (L00), applies to one-ways
Max LC-LC (50), appliesto double differences
Max LG- LG (10), appliesto one-ways or double differences

These values should be decreased if there is significant curvature in the data, which might
apply particularly to LG with a high ionosphere. They cannot be set less than 5. One
way fix tol isanoptional argument that setsthe maximum duration over which one-way
L1/L2 range data will be be patched using the widelane and LG.
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dd_fit tol [W Ratio] [W. Mn] [W Mx] [LC Ratio] [LC Mn] [LC Max]
Set the tolerances for flagging cycle slips in wide-lane [WL] and L C double
differences [LC] (defaultsin parentheses):
Rat i o - Ratio allowed for jump compared to local rmsor last change (WL 5, LC 3.)
M n - Minimum value for ajump that will be flagged (cyc) (WL 2., LC 0.5)
Max - Maximum value above which all jumps will be flagged (cyc) (WL 10., LC 0.8)

(The tolerance on the maximum jump allowed will fall between Min and Max with the
intermediate values set by [local rmsk [ratio])

scan_site [All/None/list of site nanes]
L ets user specify which sites should be scanned before double difference cleaning. If
unflagged slips are found during double difference cleaning this command should be used.
All will set all sitesto be scanned; clear will set no sitesto be scanned. A minus sign
before a site name will remove this site from list (e.g., -PIN1 will remove PIN1 from the
scan list.)

max_scan_edi t [ nunber]
L ets user set the threshold for the number of double difference bias flags that can be added
during scanning before the complete station/satellite set of one-way datais edited. (The
default is not to apply this editing condition). For non-AS data the number can be set small
(~10). For ASdata, <50 will excessively delete old Rogue data. This control is used to
automatically delete bad stations and satellites experiencing burns.

np_set [size (epochs)] [Start (epochs)]
Form normal points with phase and range data using groups of [si ze (epochs)] points.
For 30 second data, size=15 forms 7.5 minute normal points. The value must be odd.
[Start (epochs) ] setsthe starting epoch for forming normal points. If thevalueis
negative then normal points will not be formed but the editing necessary to form the normal
points will be applied to the data. (Thisfeature is useful for testing the effects of the
approximations inherent in the normal point formation.)

site_paranms [site/ALL] [Mn Cean EI] [Mn Qut EI] [Mn L1 SNR [Mn L2 SNR]
Allow site specific parameters to be specified:

[Mn dean El]-minimum elevation angle to which datawill be cleaned (degs)

[Mn Qut El'] -minimum elevation angle to be used for output of C-files (deg).
[Mn Qut El]mustbegreater than or equal toM n C ean El] (By cleaningto
alower elevation angle, more data are available for detecting and fixing cycle dips)

[Mn L1 SNR] - minimum SNR valueto beused at L1. Setting thisto O will allow all
initially into the solution. (same as Pre 2.13 Versions of AUTCLN).

[Mn L2 SNH - minimum SNR valueto be used at L 2.

The default values for these parameters is set based on receiver type. If the
m n_el evati on command is used after the si t e_par ans command all stations will be
given the cut-off elevation angles specified in thei n_el evat i oncommand.
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igs_clk [clock-file nane] [mn rnms ]max rns] [List of reference cl ocks]
Write out one-way clock valuesin the standard IGS clock format. The clock-file nameis
arbitrary but is the name has only three characters, AUTCLN will construct a name of the
form [ name] WWAD. cl k  where WAWAD is the GPS week and day number (e.g.,
mit10452.cl K. The [min rns] setsthe upper limit for aclock to be used as areference
if no reference clock list is given; the units are cycles, and 20 istypical for a hydrogen
maser. The[ max rns] isthelargest rmsastation clock can have for it to beincluded in
the output file (200 cycles will include most stations). Y ou may optionally list stations to
be used to define the reference (e.g. ALGO WIZR). A small program di ff _i gs has been
added to thect ogobs directory to compute differences between clock files.

AUTCLN produces two output files, a step-by-step log of the editing process ( autcin.out)
and summary (autcin.sum). In order to interpret either of these, it is necessary to understand
the algorithms used in the editing. Since the steps are made in sequence with results from
previous steps used, errors in one stage of the processing usually cause erorsin later
stages. Also errors at one station or on one satellite can effect the results from other
stations and satellites. There are seven major steps in the process:

(1) Clock error estimates for sites and satellites based on rangedata . Thisanalysisis
iterated until there is convergence between iterations for the estimates of clock statistics.
The maximum number of iterations can be set. Range data can be edited by the analyst if
they is not consistent with data from other sites and satellites. In the default settings for
autcln, bad range data are typically un-deleted in the second iteration if there are lots of bad
range measurements.

(2) Clock error estimates for sites and satellites based on phase data The clock errors from
the range data are used as a priori values for estimates from phase data. During this
analysis, large jumps in the phase data can be detected and the number of cycles of phase
needed to make the range and phase consistent are computed. Changes in the ionospheric
delay estimates from phase data are al so used to detect jumpsin the data. When jumps are
detected, bias flags are added. Bad range or bad prefit residuals can cause an excessive
number of bias flagsto be added at this stage. The adding of bias flags and the number of
cycles removed with each bias flag are reported in the output of AUTCLN. The default
ionospheric jump detector parameters are too tight for polar and equatorial regions and can
be changed by station in the command file.
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(3) The default action next isto add bias flagsto all gapsin the data. This can be changed
in the command file, but is not recommended.

(4) The default action next isto scan all contiguous one-way data and to form double
differences with triplets of the datato seeif there are jumpsin the double differences.
When ajump is found, more double differences are formed to assess if the one-way data
being analyzed have the jump. (Thisisdone by switching the satellite and station to see if
the jump persists.) Bad prefit residuals can cause many biases to be added at this stage.
Unmodeled accelerations of the satellites can also cause many bias flags to be added at
different stations.

(5) Cleaning of data using as many observables as possible.  This step involves trying to
assess the number of cycles of slip at each bias flag in the one-way data and whether the
bias flag can be reliably removed. Small segments of data (i.e., closely spaced bias flags)
are removed before any attempt is made to resolve biases. Three criteria are used to
compute the number of cycles: (1) continuity of LC, (2) continuity of LG, and(3)
continuity of the widelane. Different number of data are used in each of these with the
widelane typically being the longest and L G the shortest. The sequence AUTCLN usesis
to first try to resolve the integersin one-ways if P-code L1 and L2 range data are available
using the widelane and LG continuity. If thisfailsthen double differencesare used and LC
continuity isalso considered. The default setting in autcin isto not allow one-way bias flag
removal because this became unreliable once AS was turned on. To patch in double
differences, AUTCLN finds another station and satellite combination which does not have
abiasflag or gap around the time of the flag which is being evaluted. Stations and
satellites are scanned in sequence until AUTCLN finds a combination that can be used to
remove the bias flag or runs out of stations and satellitesto try. The default isto output a
line for each combination tried. The last one output is the one which was used to determine
the number of cycles. A common occurrenceisthat all satellites at a station have bias flags
at or near the same time (due to a power failure for example). In these cases, thereisan
optional feature to "allow one bias or gap" (the allow_one_bg command) at thistime. In
this case, autcln first determines if bias flags can be removed if it ignores the bias flags on
both satellites being used in the double difference. If the bias flag can removed, then it
resolves the cycles slips on the first one-way data sequence to be tested and removes the
bias flag. When later bias flags are encounted at this time for this station, they will be
patched relative to the first one-way sequence where the bias flag was removed. "Force?
T" appearsin autcln.out for those bias flags removed thisway. (Thereis no explicit book
keeping to ensure that this happens). When data are very "broken up" with many bias flags
and gaps, AUTCLN can make mistakes in this procedure, so thisis normally the most
unreliable part of the cleaning process. Only loss of lock on al satellites at a station is
treated in thisway. If al stationslose lock on a satellite at the same time then the bias flags
will be not removed unless they can be patched in one-ways. While data are being used for
patching, they are also checked for jumps. When ajump is found, autcln scans each of the
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one-way sequences, checking to seeif there are cycle dlipsin them. Because more data are
used than when the jumps were first detected, this test is more sensitive than the orginal
scanning and sometimes detects jumps that had not been previously detected. In many
cases, these jumps are noisy data and the added bias flag is later removed (and sometimes
added back again later). Jumps detected this way can be found in the output by grep'ing on
LCDD. If they arelarge, then AUTCLN has become confused about wherea dlip is
located and this can cause problems.The cleaning loop isiterated four times since data with
bias flags resolved late in the cleaning loop may be used to resolve biases on data looked at
earlier. There are some differences between the iterations. In the first iteration,

al | ow_one_bg isnot used. Thisisso that as many bias flags as possible are resolved
beforeit is attempted. On subsequent iterationsal | ow_one_bgisinvoked on increasingly
larger gapsin the one-way sequence. It starts at about 10% on the maximum gap size over
which biases will be removed, and increases by about 5% each iteration. After the first
iteration, large gaps in the data are no longer considered (i.e., we will never be able to
remove these bias flags).

(6) Datatrimming. In this step, short sequences of data between bias flags are removed
and the length of data after the last bias flag on each each one-way sequence is checked as a
percentage of the total number of data on the sequence. If this percent istoo small then the
data are removed and the process repeated. Thisis done so that SOLVE will have along
sequence of datafor resolving biases. (Double differences are not checked at this point, so
it is possible to get bias flags which have only a small number of data available for their
determination.)

(7) Normal pointing (optional). Normal points can be formed at this point.

The tables in theautcin.sum file summarize the results of these steps:

Clock Statistics
Cl ock and Range noise statistics at iteration 3
Site/ PRN Al'l an SD@o00 # Range rns #

sec (ppb) (mm)

ARAK 1.610128 905 1344.1 5452 LEI
AYVA 1. 635893 864 695.8 5261 LEl
ERDT 100. 000000 1199 190.3 7729 TRM
MATE 0.010000 2879 6707.6 17717 ROG
ONSA 0.030619 2859 2179.0 18710 TRB
VETT 0.010000 2879 2253.7 18020 ROG
PRN_01 0.434580 1097
PRN_02 0. 441315 1054
PRN_04 0.438818 1130

This table gives estimates of the clock Allan standard deviation (in parts-per-billion) and
range noise rms for each receiver. These clock statistics are based on range data only. The
example shown istypical for AS conditions with SA active. With AS off, the range noise
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for a Rogue SNR-8 or TurboRogue will approach that of the Trimble SSE (< 1 m). Values
much larger than a few meters usually mean lots of bad range data or bad prefit residuals
(station coordinate errors of >10 m). Very bad range data can be seen with AVCLCK errors
in the MODEL output P-file. Also autcin.out will list bad range measurements (but
sometimes here the station or satellite may be incorrectly listed especially when there are a
lot of bad data). If there areAVCLCK errors, then theedi t _si t e_sv command can be used
to pre-edit these valuesin AUTCLN. With each clock and range statistic is also the number
of data used to calculateit. For the example here, the two regional stations (ARAK and
AVYA) observed for only 8 hours whereas the three IGS stations (MATE, ONSA, and
WETT) observed for 24 hours.
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Scanning Summary

DDScan bias flags added report for pass

SI TE PNO1
ARAK 0
AYVA 0
MATE 3
ONSA 3
VEETT 2

02
0
3

0
0
2

04
0
0

1
0
0

05 06
0 O
0 0

13 0
1 0
0 0

07
1
1

0
0
2

09
0
0

0
1
0

12 14
0 O
0 1
0 0
0 O
0 1

1

17 18
0 O
0 O
2 4
0 O
0 O

19 20
0o o0
0o o0
0 0
0o 3
0o o0

[eNe)

[«
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onN O

oo AN

30
24 25
0 O
0 O
0 2
3 0
2 0

This summary lists the number of bias flags added by site and satellite during double
difference scanning of the phase data. Large values here can mean either bad prefit
residuals or bad phase data. Thenmax_scan_edi t command can be used to automatically
delete all data on a station/satellite combination which has too many bias flags added during
double difference scanning. Many bias flags being added to a satellite at many stations

usually represents the effects of an unmodelled acceleration of the satellite. Rogue SNR-8

often have many bias flags added when ASison. (Note that in the current version of
AUTCLN the clock statistics and scanning summaries are given twice, once for each of

two initial passes through the data.)

One-way Residual Statistics

When AUTCLN isrun in post-fit mode, the next four tables give a summary of the phase
residuals for each station and satellilte after correcting the data for adjustmentsin the
parameters (using the M-file from the first SOLVE solution) and estimating station and
satellite clocks epoch-by-epoch from the phase residuals. The two tables give the rms
values and the number of data used in the calculation for each station or satellite.

ONE- WAY POSTFI T RESI DUAL STATI STI CS: Pass

Pass 22

RVS by site and satellite (m):

RVS
RVS
RVS
RVS
RVS

RVS
RVS

NUM
NUM
NUM
NUM
NUM

IT Site Al 01
22 ARAK 7.2 0
22 AYWVA 6.7 O
22 VATE 5.1 5
22 ONSA 5.5 5
22 WETT 6.3 6
22 ALL 6.0 6
Nurmber of data by site
IT Site Al 01
22 ARAK 5385 0
22 AYVA 5224 0
22 MATE 17346 825
22 ONSA 17276 820
22 WETT 17739 868

NUM

02
6
6

O~NO A

and

02
587
552

507
734
734

[e2Ne )Mo INe))

satellite:

04
311
306

539
846
701

05
7
13

oo o s

05
84
48

728
668
735

O~NO O

Pass
06 07
0 224
0 195

638 775
619 782
637 846

22

01wy

22
09
177
139

736
346
652

=
0 O N

(o2 é I S

12
228
195

788
609
746

N

O ~N O A
[S2 BN )]

14 15
199 0
220 O
764 673

697 631
716 684

16 17 18 19 20 21 22

7 0
6 O
6 5
6 6
7 6
6 6
16 17
507 O
509 O
695 636
834 717
732 624

6
6

[e2 N> 0Né &)

18
534
535

761
682
689

6
5

oo o

19
631
631

0 0 15
0 0 12
5 4 4
6 5 7
5 6 5
5 5 7
20 21 22
0 0 118
0 0 142

660 762 633 575
744 676 651 733
619 726 695 595

The values here (5-8 mm overall) for the five stations shown are typical for well-
performing receiversin agood solution. The only rm value over 10 mmisfor PRN 13 at
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station AYVA; the second table indicates that there were few data (48) compared to the
other satellites, suggesting either that AUTCLN deleted a number of bad observations
(which can be checked below) or that the satellite's pass was short and low on the horizon
and therefore with alarger fraction of data corrupted by high multipath or atmospheric
fluctuations.

The next table gives the average one-way residuals, a useful addition that may help you
distinguish between systematic, long-period errors and high receiver noise or multipathing

Average OWNresiduals by site and satellite (mm: Pass 22

AVG IT Site RMs 01 02 04 05 06 07 09 12 14 15 16 17 18 19 20 21 22 ... 31
AG 22ARAK 7.2 0 1 0 0O O O 0 -1 0 O0-1 0 O -1 0 0 0 ... O
AVG 22 AWA 6.7 0 1 0 1 0 0O O 0 -1 0 0 0 0 1 0 0 -1 ... 0
AG 22 MTE 5.1 0 0 0 0 0 1 0 0 1 -1 -1 0 -1 1 0 0 0 0
AVG 22 ONSA 5.5 0 1 0 0 O 0O 0 1 0 0 1 -1 0 -1 0 0 0 0
AVG 22 VETT 6.3 0o -1 0 -1 0 0 0o -1 -1 1 -1 1 0 1 0 0o -1 0
In this case the averages are all less than about 1 mm, indicating no significant systmematic
residuals. The last table shows the rms values as a function of elevation angle, a potential

tool for deciding whether el evation-angle-dependent weighting of the data might be useful

(an analysis approach we are currently investigating).

El evati on angl e dependent RMB statistics. MODEL: RVB*"2 = A*2 + B*"2/(sin(elv))”2

ATELV Site A B 0-05 5-10 10-15 15-20 20-25 25-30 30-35 35-40 ... 75-80 80-85 85-90
ATELV ARAK 5.5 2.1 0.0 0.0 8.2 12.6 10.8 8.2 6.7 54 ... 5.5 5.0 8.1
ATELV AYVA 3.7 2.6 0.0 0.0 11.9 11.1 8.1 7.9 6.2 57 ... 3.3 3.7 2.9
ATELV MATE 2.6 2.1 0.0 0.0 9.8 80 7.1 56 48 3.8 3.4 3.9 3.7
ATELV ONSA 2.7 2.1 0.0 0.0 9.8 8.3 6.6 5.6 5.0 4.6 3.3 3.0 2.6
ATELV VETT 3.7 2.4 0.0 0.0 11.5 9.4 7.9 6.8 5.8 5.0 4.1 4.8 5.8

Data Editing and Bias Flags Remaining

DATA AMOUNTS (Good: # good data; Gap: # deleted in gaps; BF: # bias flags < 2*nax separation)
SITE PRN Good Gap BF PRN Good Gap BF PRN Good Gap BF PRN Good Gap BF

ARAK PNO1 0 0 0 PNO2 587 0 O PNO4 311 0O O PNOS 84 0 0
PNO6 0 0 O PNO7 224 1 PNO9 177 0 O PN12 228 0 o0
PN14 199 4 0 PN15 0 0 0 PN16 507 0 0 PN17 0 0o o0
PN18 534 0 0 PN19 631 1 0 PN20 0 0 0 PN21 0 0o o0

MATE PNO1 825 1 0 PNO2 507 0 OPNO4 525 34 O0PNO5 728 13 O
PNO6 645 0 1 PNO7 776 2 1 PNO9 736 0 0 PN12 788 0 O
PN14 764 0 O PN15 659 2 0 PN16 696 0 O PN17 636 1 0
PN18 761 3 0 PN19 660 0 0 PN20 762 0 0 PN21 633 0 o0

These lists (one per station) show by satellite the number of good data in the one-way
sequence, the number of data deleted in gaps between closely spaced bias flags, and the
number of remaining bias flags that might be resolved (i.e., number bias flags separated by
less than twice the maximum size over which bias flags would be removed). Large
numbers in the gap columns and/or large numbers of remaining bias flags usually mean bad
prefit residuals or noisy data. Usually, the numbersinGap column increase when ASison
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especially for SNR-8 receivers. More than 3 bias flags remaining usually indicates that the
datais noisy and broken up into small pieces. (Bad data at one site can often lead to
additional biases at other sites, so it usually the site with the most bias flags that is causing
the problems.)

Elevation-angle Statistics

ELEVATI ON ANGLE HI STOGRAM

SITE 0- 5 5-10 10-15 15-20 20-25 25-30 30-35 35-40 40-45 45-50 ... 80-85 85-90 M n (dg)
ARAK 0 0 0 505 502 591 429 437 537 361 ... 40 15.01
AYVA 0 0 0 575 499 545 419 436 511 323 ... 40 15.01
MATE 0 0 0 1415 1643 1704 1400 1448 1249 1383 Ca 54 15.00
ONSA 0 0 0 1834 1789 1621 1419 1500 1467 1058 c 79 15.00
VEETT 0 0 0 1641 1624 1650 1529 1468 1441 1073 ... 208 15.01

This table shows the number of good data or good normal pointsin elevation bins.
Correctly operating receivers should have about the same number in 15-20 degreebin asin
the 20-25. (The above exampleisfor 24 hours with 15-point normal points).

Bias Flag Report

This report provides an overall summary of the number of bias flagsin the clean data and
why they were added.

Bl AS FLAG REPORT: Types

ORG Original JMP-Big Junp | ON-10on Junp GAP- Dat a Gap DDS- DD scan W.S- W de Lane DDC-DD cl

SI TE # Fl agged | # Remai ni ng | # Edited | # Wi i
ORG JMP | ON GAP DDS W.S DDC| ORG JMP | ON GAP DDS W.S DDC| ORG JMP | ON GAP DDS W.S DDC| ORG JM

ARAK 10 O 0 8 2 0 2 o o o 1 o0 o0 O 1 0 0 2 1 0 1 9 0
AYWVA 9 0 O 1 8 0 0 o o0 o 1 o0 o0 o0 o o0 o o o0 o0 o0 9 0
MATE 63 0 0 12 33 0 O 8 0 O 1 O O O 26 O O 6 28 0 0O 29 O
ONSA 4 0 0138 36 0 6| 1 0 0 16 0 0 0 2 0 0 55 29 o0 1 1 0
WETT 65 0 O 112 13 ©O0o 2/ 10 O O 2 1 O O 3 O O 5 10 O o0 24 o0

Thereport isin four sections:

# Fl agged are the numbers of bias flags added or encountered during cleaning (Entries
explained below).

# Remai ni ngare the numbers of bias flags left in the cleaned data.

# Edi t ed are the numbers of bias flags removed by deleting the data affected by the bias
flag (as opposed to the bias flag removed by reliably resolving the integer number of cycles
at the flag).

# with junp arethe numbers of bias flags which were resolved to non-zero integer
values. Thedifference #Flagged - (#Remaining+#Edited+#with jump) gives an idea of the
number of bias flags added that were not really needed. (It isnot possible to tell how many
real jumps were in the edited data).
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When data are normal pointed the number of remaining bias flags will not necessarily be
the same as the sum of the values shown in the "Data Editing and Bias Flags Remaining"
report because this latter report is generated before normal points are formed, and some
bias flags reported in the#Edi t ed columns are not present if the data are deleted during the
normal point formation.

Within each of these categories, the reasons for adding the bias flags are given:

ORG isthe number of original bias flagsin the data (loss-of-lock indicator set in the rinex
file). Thereisnot much the user can do about these if they are large, other than to conclude
that the receiver itself was not very happy.

JMP is the number added due to large jumps between the phase and range estimates of the
clocks. Large values here can indicate very bad prefit data (e.g. when site positions are
100'skm in error) but most often indicate bad range data. Very bad ranges (>300 m) will
generate AVCLCK errorsin MODEL, and smaller range errors can be detected by the reports
of biases added in the one-way phase fitting. The tolerances for these fits can be increased
to stop the bias flags being added, or the intial range data can be deleted. (These are often
low elevation data that will not be used in the final analysis anyway.)

| ON isthe number of bias flags added in the ionospheric jump detector. Again the
tolerances can be increased so that these jumps are not detected. This jump detector is
independent of both the range and prefit model quality. For equatorial and polar sites the
detector tolerances should be loosened.(e.g.,i on_j unp_tol yell 30 6.0 2.0 5.0

GAP isthe number added due to gapsin the data. There is not much that the user can do
about these since they result from gapsin the data. If the SNR is being used to flag data,
reducing the SNR limit can make these values smaller.

DDS is the number of bias flags added due to discontinuities in the double difference data.
Large values here indicate poor quality phase data or bad prefit residuals.

WS is the number of bias flags added due to jumps in the widelane observable. The
widelane jump detector should be loosened for AS data. (In the example used here al these
values were zero, so theW.S column has been cut out to reduce the table width.)

DDC isthe number of bias flags added during cleaning. Large values here are very bad
because all the jumps in the data should have been detected before cleaning starting.
Grep'ing on LCDD in autcin.out Will show the magnitudes of the jumps. Most often these
are just above the tolerances for detection and simply reflect the increased sensitivilty of the
detector used during cleaning. Large jumps usually mean that AUTCLN has become
confused as to which one-way a jump occurs on and is trying to patch it in the wrong
place. Often deleting some of the data around these times is sufficient to remove the
problem. Grep'ing on the epoch number (with a space on either side) shows the
manipulations of all data at this epoch, including which stations and satellites were used to
do the patch. This can be useful in tracing what happened during the cleaning.
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Editing Report

This report shows the parameters used at each station for the editing.and why data were
eliminated from the analysis.

EDI TI NG REPORT AND S| TE PARAMS

SI TE MhCLN MhQUT SNR LSNR GF03 RCLK GF02 BEND BCLS NPED GF-1 GF04 DDSC PFED GFUN BDL2 NODD ELEV

(deg) (deg) L1 L2
00

ARAK 10. 00 15. 11 0 O 0o 2 0 36 0 0 0 0 58 0 0 0
AYVA 10.00 15.00 1 1 O O 0 O 0 0 0 0 O 0 37 0 0 0
MATE 10.00 15.00 1 1 0 0 o o 79 77 0 0 O 0 266 O
ONSA 10.00 15.00 12 1 0 O 0 0 249 167 0 0 O 0 260 O
WETT 10.00 15.00 1 1 O O 0 0 142 17 0 0 0 0 255 O

MhOUT is the minimum elevation angle to be used when writing out the C-files.

MhCLN s the minimum elevation angle used during cleaning. By including lower elevation
datafor cleaning, there is more chance of finding double differences. The disadvantageis
that low elevation angle data can be of very poor quality for some receivers. Also we have
seen cases Where the low elevation angle data appears to be values generated by the model
in the receiver and therefore is very smooth but inconsistent with the real data. Thisreally
confuses AUTCLN because the data appear very good and often autcln will remove the real
data because they are so much noisier than the "model" data.

SNR L1 and L2 arethe signal-to-noise ratio (snr) limits used by station. Thereis some
inconsistency in the snr limits used by different RINEX translators especially for Rogue
SNR-8 data. The values above (for KIT3 which is a TurboRogue) are for Rogues
translated by JPL's SRX program. (Strictly, 4 means SNR<O in the SRX converter, but
there seem to be lots of good data with snr of 4 so we accept these data. RGRINEX
running on SNR-8 data will have snr values as low as 2 and these are often good data. An
snr of 1inthe RINEX standard means bad data and hence the limits should never be less
than 2. 0 or blank in the RINEX file for SNR will NOT be edited by AUTCLN since by
definition these values mean no information is available.

The meaning of each column is the number of points (before normal pointing, but after data
for normal pointing has been selected) edited for the given reason. Data points can have
mulitple reasons for being edited.

LSNR-- SNR value at either L1 or L2 below the set limit
GF03 -- GAMIT low amplitude flag (rarely if ever set by the current MAKEX).

RCLK -- Large difference between autcln's estimates of the station clock and the value
actually used in model (not implemented currently and cut from table displayed here
to reduce the table width )
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GF02 -- GAMIT bad dataflag. Indicates that the receiver is not tracking; usually denoted
by an L2 SNR of 2. Thisflag may be set by MAKEX but also set by AUTCLN if
the L1 and L2 range values are exactly equal. (All were zero in the table displayed
here so they have been cut to reduce the width.)

BEND -- Bias flags were too close to the end of the data.
BCLS -- Bias flags were too close together.

NPED -- Data could not be used in normal point but was OK otherwise (usually about 10%
of the total amount of good datafor 15-point normal points).

GF- 1 -- GAMIT marginal flag. Usually zero for raw data but is set when data are cleaned
in CVIEW. Reprocessing of AUTCLN output C-fileswithedi t _site_svusedin
the command file will set thisflag.

GF04 -- GAMIT elevation cutoff flag (set in MODEL).

DDSC -- Too many bias flags were added during double difference scanning so the whole
one-way sequence was deleted.

PFED -- Postfit AUTCLN edits (postfit_edit command).

| NTR-- Interactive edits (not implemented and not shown in the displayed table).

GFUN-- GAMIT flag of unknown type (should be zero; not shown in the displayed table).
BDL2 -- SNR editsfor L2 only (i.e., L1 SNR was good).

NODD -- Data for which no double differences could be formed (not implemented, but
should be flagged if separate AUTCLN runs are to be combined).

ELCL -- Data edited below cleaning elevation angle.

EDI T-- Data edited byedi t _si t e_svcommand

MVRB-- Data flaged with theise M ni Mac range = na@ommand.

ELEV -- Data flagged below the output elevation angle.

Good -- Number of good data remaining that will be used in the SOLVE analysis.

At the end of theautcin.sum fileisalist of the parameter values used in the run.
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The information written in  autcln.out can sometimes be helpful in determining how
AUTCLN handled data at a particular epoch. Given below is an explanation of the lines
appearing in the file:

DD Triasline

Ep 114 S1/C1 2 13 S2/C2 1 2 dL1/2 slip 0.0 0.0 cycles NumiR 23 18
EpLR 111 114 dchi, Chiqual 1.7 102.9 30.3

Ep is the epoch number
S1/ C1 is site number and channel for one way

S2/ C2 is site number and channel for double difference. If these values are zero
then there was no doubl e difference formed.

dL1/ 2 dip isthe change in number of cyclesat L1 and L2

NuniR isthe number of datain left and right segments (May actually be less than
thisif unflagged bias found.

EpLR isthe epoch numbers across the gap or bias flag being patched

dchi, Chi qual arethelowest two chi**2 increments when integer cycles aretried,
and theratio used to seeif biasflag can be used.

Bias Flag line (always printed)

Epoch 114 Site MAJ1 PRN 20 L1 from O0.0to 0.0 L2 from 0.0to 0.0
Reliable? T 30.44 BFLG OneBG F Force F
where the first line designates the epoch, site, satellite and cyclesadded in L1 and L2
Rel i abl e? T indictates that the bias flag was removed, and the value following i€hi qual
BFLGor GAP says whether abias flag or gap is being patched
OneBGT or F gives the value of theOneBGflag (see commands)

For ce indicates whether (T) or not (F) the one-ways were forced to have the bias
flag removed so that other combinations could have one bias or gap.
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8. Atmospheric Delay Models
8.1 Description of the atmospheric delay

Asthe GPS signal travels from the satellite to the receiver, it propagates through the
atmosphere of the earth, where it isretarded and its path changed from a straight lineto a
curved one. If we take the simplified mathematical model for the observable to be one in
which the signal is assumed to be propagating in a straight line and at the speed of light in
vacuum, then the "atmospheric delay" is defined to be the difference between the true
electrical path length and this assumed straight-line length. Using this definition, the
atmospheric delay is aterm to be added to the simplified model.

The atmospheric delay in the zenith (i.e., vertical) direction varies from about 6 to 8
nanoseconds (190 to 240 cm, or 10-12 cycles of phase at L 1-band) depending on
meteorological conditions and site location. The atmospheric delay increases with
decreasing elevation angle approximately with the cosecant of the elevation angle, so that
the atmospheric delay at an elevation angle of 20 degrees may be from 30-36 cycles of L1
phase.

The atmospheric delay is usually broken down into two components. The first component
is due to the mixture of all constituents, but it is assumed that the mean molar mass of these
constituentsis equal to the mean molar mass of only the" dry" (all except water vapor)
constituents. Assuming that the atmosphere isin hydrostatic equilibrium, the "zenith
delay" due to these componentsis very well modeled (standard deviation of approximately
0.5 mm) using the surface pressure, which represents the total weight of the atmosphere.
This component of the atmospheric propagation delay is usually termed the "dry" or
"hydrostatic" delay, and accounts for nearly all ( 90-100%) of the atmospheric propagation
delay.

The second component of the atmospheric delay is due to water vapor, and includes a
correction for the "dry mean molar mass" assumption used to derive the dry delay (see
above). This component of the atmospheric propagation delay is called the "wet delay" and
isequal to zero if there is no water vapor present anywhere along the path of the signal.
However, there usually is water vapor present along the path of the signal and it is poorly
predicted using measurements of conditions at the site alone. Thisdifficulty is caused by
the "unmixed" condition of atmospheric water vapor, which means that the water vapor is
present in "blobs" throughout the troposphere. Because of this condition, models for the
wet delay are notoriously inaccurate and can have RM S errors of several cm (zenith), out of
atotal (zenith) wet delay of 0-40 cm.
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8.2 Algorithms for the atmospheric propagation delay
The atmospheric propagation delay is the implemented in the following manner:
ATDEL(EL) = DRYZEN * DRYMAP(EL) + WETZEN * WETMAP(EL)

where EL isthe elevation angle of the satellite, DRY ZEN isthe dry zenith delay, WETZEN
isthe wet zenith delay, DRY MAP is the "mapping function" for the dry delay (see below)
and WETMAP is the mapping function for the wet delay. A mapping function isa
mathematical model for the elevation dependence of the respective delays. The mapping
functions (for both the dry and the wet terms) are approximately equal to the cosecant of
elevation, but there are significant deviations from this " cosecant law" due both to the
curvature of the earth and the curvature of the path of the GPS signal propagating through
the atmosphere.

Many expressions for the four terms DRY ZEN, DRYMAP, WETZEN, and WETMAP
appear in the scientific literature. For microwave observations there is little controversy
about the expressions for the dry zenith delay. Since the wet zenith delay cannot be
accurately modeled from surface measurements, the expressions used are not critical. The
choice of mapping function can be important, however, particularly for elevation cutoff
angles below 15 degrees. The model to be used in GAMIT for each of the four termsis
specified by keywordsin the sittbl. (See Section 5.2), a portion of which is shown below
with the default choices and values of the surface pressure, temperature, and relative
humidity.

SITE FI X --COORD. CONSTR. - DZEN DMAP WWAP ---MET. _VALUE---- WILE
CATO Castro Peak NNN 100. 100. 100. SAAS NWVFH NWFW 1013.25 20.0 50.0 NONE

DZEN:

The default model [ SAAS ] for the dry zenith delay is that described by Saastamoinen
[1972]. If thereisaW-file of meterological data, the actual pressure at the station, as
interpolated from the file is used to determine the delay. If thereis no W-file ( NONE, the
default) the model takes the surface pressure given in thesittbl. and reduces it to pressure at
the station using the station's height and small corrections for gravitational variations with
latitude. You can also input directly a constant value for the dry zenith delay by specifying
the model as CNNN where NNN is the range-equivalent of the delay in centimeters; e.qg.,
C230 setsthe delay as 230 cm. Thisfeature is useful mainly for error analysis.

WZEN:

The default model [ SAAS | for the wet delay is also from Saastamoinen [1972]. It makes
use of both the surface temperature and the relative humidity/dewpoint, either from the

13 August 1997



Chapter 8 3

meteorological datafile or from the default values. The default values of temperature and
humidity (20 degrees C and 50%) serve to make the a priori delay "reasonable" for
temperate climates. Asfor the dry zenith delay, you may set a constant value usingNNN as
the input model except that the constant delay is given in millimeters (NOT centimeters).
Thisfeature is useful because, as mentioned above, the true wet zenith delay is often not
correlated with surface measurements. Y ou can use C000 (i.e., zero wet zenith delay) and
estimate a zenith delay correction which, if the correct pressure was used for the dry zenith
delay, will represent the mean wet zenith delay. An additional option for the wet delay isto
determine the value from water-vapor radiometer data, as described in Section 8.5 below;
in this case set the WZEN code toWw/R

DMAP and WMAP:

Beginning with GAMIT release 9.6, the default mapping functions for both the hydrostatic
("dry") and water-vapor ("wet") delays are the those devel oped recently by Arthur Niell of
the MIT's Haystack Observatory [ Niell, 1996]. If these are entered explicitly into the
sittbl., the codes are NMFH and NVFWfor DVAP and WWAP, respectively. These replace the
CfA-2.2[ CFA] model developed at the Harvard-Smithsonian Center for Astrophysics
[Daviset al., 1985] for analysisof VLBI data. Y ou should expect no significant difference
between the Niell and CfA mapping functions for observations above 15 degrees elevation
angle. (The other recent mapping function isthe MTT model developed by = Herring
[1992], but this has not yet been coded in GAMIT.) GAMIT also supports two older
mapping functions which were commonly used for analysis of microwave observations
prior to 1985—one developed by Marini and Murray [1974] [MARI ] and one by Chao
[1972] [ CHAO]

8.3 Estimating a zenith delay parameter

Since the water vapor contribution to atmospheric delay is poorly modeled using surface
meteorological data, GAMIT allows estimation of corrections to the zenith delay. The
partial derivative of phase or pseudorange with respect to the zenith delay parameter is
simply the mapping function, approximately equal to the cosecant of the elevation angle of
the satellite as viewed from the station. For stations in aregional network the elevation
angles viewing a particular satellite will be nearly equal, producing high correlations among
the estimated zenith delays. Even for stations a few meters apart, however, separate zenith
delays can be estimated without causing numerical problemsin SOLVE; although the
uncertaintiesin all of the zenith-delay parameters will be large, the relative values of the
estimates themselves can be trusted. To extract from the solution the uncertainties of the
differences, however, you should fix or tightly constrain one of the values.
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The model for zenith delay can take the form of a single parameter for each station and
session, or a piecewise linear function of zenith-delay over the session. In the latter case,
the tabular points of the function can be constrained using afirst-order Gauss-Markov
process. Controlsfor estimation of zenith delay are input viathe sestbl. and/or sittbl. The
sestbl. inputs, adopted as common to all stations are as follows:

Zenith Delay Estimation = YES ; YES/ NO

Nurmber Zen = 4 ; nunber of zenith-delay paraneters

Zenith Model = PW ; PW. (piecew se linear)/CON (step)

Zenith Constraints = 0.50 ; zenith-delay a priori constraint in nmeters
Zenith Variation = 0.02 100. ; zenith-delay varation, tau; units nisqrt(hr), hrs

Specifying Nunber zen = 1, and either PWL or cONfor zeni t h Model will invoke asingle
parameter for the zenith delay over the session. The best representation of zenith-delay
variations is usually accomplished with a new zenith delay parameter for every 2—6 hours
during the day (the gain from 6 hrsto 2 hrsis usually small and will increase running time
for SOLVE considerably); thus with an 8-hr observation span, you might seunber zen=3
to get two 4-hr segments (thePw. representation includes tabular points on each end of the
observation span), or with a 24-hr span, setlunber zen=9 to get 3-hr segments. The overall
zenith constraint should be set loose enough to encompass comfortably any error in the wet
delay; 0.5 metersis the default and reasonable. The variation is specified as parameters of
afirst-order Gauss-Markov process. Thefirst valuein zenith Vvari ati on isthe point-to-
point variation allowed, in units of meters. The second value isthe correlation time (t au )
in hours. Setting tau long compared to the observation span results in a random walk
process, which is both reasonable and easy to interpret (and has the practical advantage of
persistence with large error bars for spans with few observations). the easiest to understand
The default value of 100. hrs accomplishesthis for 24-hr spans. Setting tau equa toa
value short compared with the tabular point interval will result in a white-noise process for
the variation in tabular points; in this case the contraint will be applied with respect to the
default model value rather than the value of the last tabular point.

There is an additional entry in thesestbl.,

Tropospheric Constraints = NO ; YES/ NO

which invokes a spatial constraint on the zenith-delay parameters. This constraint can be
useful for tying together the zenith-delay adjustments for closely-spaced sitesin a network.
This feature was coded originally for asingle zenith delay, however, and does not yet work
for time-dependent models.

Different values for the zenith constraints can be invoked using  sitthl. entries, shown
below:

SITE DZEN DVAP WWAP ---MET. VALUE---- WILE ZCNSTR ZENVAR ZENTAU

CATO Castro Peak SAAS NWFH NWFW 1013.25 20.0 50.0 NONE 0.5000 0.005 100.
LOVE Lona Verde SAAS NWFH NMFW 1013.25 20.0 50.0 NONE 0.5000 0.005 100.
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PVER PVER7268 SAAS NWFH NMFW 1013.25 20.0 50.0 NONE 0.5000 0.020
SAFE San Fernando SAAS NWFH NWFW 1013.25 20.0 50.0 NONE 0.5000 0.020
YKNF YELLOAKNI FE SAAS NMFH NWFW 1013.25 20.0 50.0 NONE 0.5000 0.020
AROG ARO GPS SAAS NWFH NMFW 1013.25 20.0 50.0 NONE 0.5000 0.020
Rl CH RI CHFRPA SAAS NWFH NWFW 1013.25 20.0 50.0 NONE 0.5000 0.020
TROM TROMGPSM SAAS NWVFH NMFW 1013.25 20.0 50.0 NONE 0.5000 0.020

It is currently arequirement that the number of zenith delaysin the session be the same for
all stations.
8.4 Estimating gradients

The effects of azimuthal asymmetry in the atmospheric delay are not included in MODEL
but may be estimated in SOLVE. The coded partials imply amodel of the form

ATDEL(EL,AZ) = GRADNS*AZMAP(EL)* COS(AZ) + GRADEW*AZMAP(EL)*SIN(AZ)

where EL isthe elevation angle, AZ the azimuth, and AZMAP the mapping function for
gradients, given by

AZMAP = 1./ ( SIN(EL)* TAN(EL) + C)

and Cisaconstant equal to 0.003 [ Chen and Herring , 1997]. Since the gradient
parameters, GRADNS and GRADEW, have small and non-intuitive values near the zenith
(i.e, for AZMAP = 1), we rescale them to represent the difference between the the north
(or east) and south (or west) delay at 10 degrees elevation. At 10 degrees the rms scatter of
gradients observed from VLBI observations are about 5 mm. Our default a priori
constraint is 30 mm.

8.5 Water vapor radiometer (WVR) data

A water-vapor radiometer is a multichannel radiometer which measures the brightness
temperatures of the atmosphere. The main contributions to this radiation below 100 GHz
are atmospheric oxygen, water vapor, and liquid water. The several frequencies of the
WVR are used to solve for these various components and the wet delay. The algorithm for
the delay currently implemented is

Wetdelay=A+B*T1+C* T2
where A, B, and C are user-defined constants, and T1 and T2 are the brightness
temperatures (not linearized) at two frequencies. The name of the WVR datafile (Z-file)
must also be entered. The Z-fileis of the format:
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This is a comment line

This is the last comment line

END

Header line #1

Header line #2

YYYY DDD HH MM YYYY DDD HH MM SITE
Header line #3

Header line #4

YYYYDDDHHMMSS AZELT1T2TS

The actual entries are free format. They include the year, day-of-year, hours , minutes and
seconds for the WVR observation, the azimuth and elevation (in degrees) of the
observation, the brightness temperatures (in Kelvins), and the surface temperatures (in
degrees Celsius). In order to interpolate the brightness temperatures, they must be
converted to quivalent zenith brightness temperatures. Thisis donein the following
manner: Saturation effects are taken into account by determining the optical depthusing

Ti=Toexp (-t ) + Tesf [1 - exp(-1i)]

whereti isthe optical depth at the frequency of the brightness temperature T;, Tg=2.9K is
the big-bang background temperature, and T ¢ is the "effective” temperature of the
atmosphere [Chandraesker, 1960; Wu, 1979]. We use the approximations

Teif =0.94* Tg

where T g is the surface temperature in Kelvins[ Wu, 1979]. The optical depth isthen
mapped to the zenith using

T =1 (zen) * WETCHAO(elevation)

where the function WETCHAO is the wet Chao mapping function given above. The zenith
brightness temperatures are then calculated from the zenith opacities using the expression
above. These zenith brightness temperatures are then interpolated to the epoch of the GPS
measurement, and the zenith delay is calculated using the user-defined WVR constants.
The wet delay away from the zenith is computed using the Chao wet mapping function.
Note: For consistency with the interpolation scheme, the user must choose 'CHAQ' for the
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wet mapping function if WVR is chosen for the zenith wet delay. If thisis not done, the
program will display awarning and the wet mapping function will be changed to 'CHAQ'.
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9. Utility Programs and Auxiliary Tables

9.1 Plotting and computing statistics from GAMIT solutions

The most useful way to view the results of a GAMIT analysisis by examing the baseline
repeatability from day-to-day. The shell script sh_gamit_baseline will do this from the o-
files produced by SOLVE. Theinstructions for running the script can be generated by
typing its name with no arguments; these are reproduced below:

Use GMI to make a multiple panel GAM T baseline plots with uncertainty
scaling. It also creates inputs for wns/nrnms scatter plots, which can
be plotted with /stdrel/com/sh_globk_scatter

Requi rements : GMI(netcdf/gnt/ghostscript)
gam t/bin/poly0l (linked to gamit/utils)
USAGE : sh_ganit _basel i ne <options>.

EXAMPLES: for tinme-series plots
sh_ganmit_baseline -0 o* -b PIN2_VNDP Pl N2_YAM

sh_gamit_baseline -u 1 -0 o* -b PIN2_VNDP PI N2_YAM

=t+=t=t=+=+=+=+=+=+=+4+=+=4+=OPT| ONS+=+=+=+=+=+=+=+=+=+=+=+=+=+

-o[files] list . ofile names. MJST have this.
-flile] file . Basel i ne nanes.
-b[ asel i ne] list . command line argunent for baselines. |If -f and
-b are both omitted, all baselines are plotted.
-free : Biases free solution--Default.
-fixed : Biases fixed solution
-d[ el et e] <sites/baselines etc>: nanes of unwanted sites.
- df file : file contains the names of unwanted sites.
-[delete_file] . Makes life easier for -d
-u[ nc_scal €] val ue . scale all uncertainties by this.. Default =1.
-y[ scal e] mn max : vertical scale. If not issued it will be calcul ated.
- X[ scal e] mn max : horizontal scale. If not issued it will be calcul ated.
-frame val ue . gm border day-axis frame ticks. Default =1.
- anot val ue . gt border day-axis label intervals. Default =1
-a ext . Add nore descriptors to postscript file nane.

Default is psganit.#
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Thereisasimilar script available for plotting the atmospheric zenith delay parameters
estimated from one or more SOLVE runs. It also reads each of the o-filesin an experiment
directory to produce a multiday plot. Itsusage is described in the on-line documentation
obtained by typing the script name:

Use GV to make a multiple panel GAM T at nmospheric paraneters plots.

USACE : sh_ganit _at nos <options>.

EXAMPLE: sh _ganit_atnbs -0 o* -b PIN2 VNDP YAM2

=t+=t+=t+=+=+=+=+=+=+=+=+=4+=+OPT| ONS+=+=+=+=+=+=+=+=+=+=+=+=

-o[files] list . ofile names. MJST have this.

-flile] file . Site nanes.

-sites list . command line argunent for selected sites. If -f and
-b are both omitted, all sites are plotted.

-free . Biases free solution Default.

-fixed . Biases fixed solution.

-both . Biases free with fixed solution. Fixed is dashed.

stats refere to free sol
-d[ el ete] <sites etc>: nanes of unwanted sites.
-t[otal] : total atnospheric zenith delay (Default is adjustnent

to a priori nodel).
-df file : file contains the names of unwanted sites.
-[delete_file]: Makes |life easier for -d
-u[ nc_scal €] val ue . scale all uncertainties by this.. Default =1.
-y[scale] min nmax : vertical scale. If not issued it will be cal cul ated.
-x[scale] mn nmax : horizontal scale. If not issued it will be cal cul ated.
-frame value : gmt border day-axis frame ticks. Default is 1
- anot value : gnt border day-axis |abel intervals. Default is 1

-a ext : Add nore descriptors to postscript file nane. Default
is psgamt.#
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The program WBSLFILT ("Weighted BaSeL ine Filter") can be used to scan the O-files
from the observation sessions of an experiment and compute the mean and weighted rms
scatter of the estimated baseline vectors. Y ou can choose the estimates you wish to use by
keying on the characters in columns 19-21 of the baseline summary in the O-file; i.e.

'RN' bias-free NEU
'X N' biasfixed NEU
'R X' bias-free XYZ
'X X' biasfixed XYZ

To get the NEU, components from the bias-fixed solution out of agroup of O-files, try:
grep -h _ 0*.?2?? | grep 'R N | sort | whslfilt >! mne.r.neu.wbsl
Note that WBSLFILT must have * sorted* input to work properly.

Here is some example output:

ALSO_ARQO RMS 11 N 45242.5761 +- 0.0082 E 11595.5381 +- 0.0408 U -263.6538 +- 0.0838 L 46705.6390 +- 0.0131
ALSO_ARCO PPB 11 N 45242.5761 +-174.6840 E 11595.5381 +-874.4694 U  -263.6538 +-*******x |  46705.6390 +-279. 9606
ALSO_ARCO SIG 11 N 45242.5761 +- 0.0072 E 11595.5381 +- 0.0083 U -263.6538 +- 0.0571 L 46705.6390 +- 0.0073

ALSO_ARCO CORR 11 N-W 0.0187 N-U 0. 0883 WU . 0225 ST DEV OF UNIT WGT 8. 6480
ALSO_ARCO 1991.315 N 0.0008 +- 0.0092 E -0.0112 + 0.0124 U 0.1420 + 0.0703 L -0.0029 +- 0.0098
ALSO_ARCO 1991.316 N -0.0073 + 0.0095 E 0.0096 +- 0.0173 U 0.0667 +- 0.0646 L -0.0051 + 0.0101
ALSO_ARCO 1991.317 N -0.0002 +- 0.0058 E 0.0237 +- 0.0058 U -0.0246 + 0.0553 L 0. 0058 +- 0.0058
ALSO_ARCO 1991.318 N 0.0047 + 0.0124 E -0.0015 + 0.0297 U 0.1081 + 0.1006 L 0.0035 +- 0.0141
ALSO_ARCO 1991.319 N -0.0122 + 0.0069 E 0.0191 +- 0.0135 U -0.0104 +- 0.0556 L -0.0071 + 0.0075
ALSO_ARCO 1991.320 N 0.0070 +- 0.0052 E -0.0355 + 0.0055 U 0.0998 +- 0.0487 L -0.0027 +- 0.0055
ALSO_ARCO 1991.320 N 0.0165 +- 0.0147 E 0.0508 +- 0.0115 U 0.1145 + 0.0738 L 0.0279 +- 0.0147
ALSO_ARCO 1991.321 N -0.0019 + 0.0086 E -0.0082 +- 0.0222 U 0.0143 +- 0.0816 L -0.0040 + 0.0075
ALSO_ARCO 1991.321 N 0.0069 +- 0.0210 E 0.0424 +- 0.0749 U 0.0172 +- 0.0850 L 0.0172 + 0.0334
ALSO_ARCO 1991.322 N -0.0030 + 0.0066 E -0.0279 + 0.0058 U 0.0839 + 0.0577 L -0.0103 + 0.0069
ALSO_ARCO 1991.322 N 0.0293 +- 0.0153 E 0. 1458 +- 0.0144 U 0.1193 +- 0.0712 L 0.0652 +- 0.0156

The RM S denotes the standard deviation of one measurement (a.k.a., the square root of the
sample variance). Thisiswhat most people mean by "repeatability”. ThisRMSvalueis
expressed as parts per billion on the PPB line. The SIG valueis the standard error of the
mean. The weighted mean value is available on all three of these lines. The 11 in this
example denotes the 11 individual day measurements. The correlations follow. The
individual day entries are deviations from the weighted means, with their uncertainties from
the input file.

Hereisascript to generate a bunch of statistics and plot them using gnuplot, the local XY
plotter at IGP. You could use your own.

#!/bin/csh

# generate repeatability statistics
#

# collect the O-files:

# $1 is name of run
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set files = ../3*/0$1?.72??

#grep Normalized $files
# collect the baselines in NEU

if (-e tmp.bsl) then
/bin/rm tmp.bsl
endif

# Get the bias free solution
grep -h _ $files | grep 'R N' | sort >! $1\.r.neu.bsl

# Get the bias free solution XYZ
grep -h _ $files | grep 'R X' | sort >! $1\.r.xyz.bsl

# Get the bias fixed solution
grep -h _ $files | grep "X N'| sort >! $1\.x.neu.bsl

cat $1\.r.neu.bsl | wbsilfilt >! $1\.r.neu.wbsl
cat $1\.x.neu.bsl | wbslfilt >! $1\.x.neu.wbsl

cat $1\.r.neu.wbsl | grep RMS | colrm 132 | sort -rn +14 >! $1\.r.neu.rms
cat $1\.x.neu.wbsl | grep RMS | colrm 132 | sort -rn +14 >! $1\.x.neu.rms

#Plot files for free solutions

cat $1.r.neu.rms | awk ‘{print $17/1000. , $7*1000.} ' >! $1.r.n
cat $1.r.neu.rms | awk ‘{print $17/1000. ,$11*1000.} ' >! $1.r.e
cat $1.r.neu.rms | awk ‘{print $17/1000. ,$15*1000.} ' >! $1.r.u
cat $1.r.neu.rms | awk ‘{print $17/1000. ,$19*1000.} ' >! $1.r.I

#Plot files for fixed solutions

cat $1.x.neu.rms | awk {print $17/1000. , $7*1000.} ' >! $1.x.n
cat $1.x.neu.rms | awk ‘{print $17/1000. ,$11*1000.} ' >! $1.x.e
cat $1.x.neu.rms | awk ‘{print $17/1000. ,$15*1000.} ' >! $1.x.u
cat $1.x.neu.rms | awk {print $17/1000. ,$19*1000.} ' >! $1.x.I

#plot on screen

cat rep.gnu | sed sINAME/$1/ | sed s/F/r/ | sed s/TITLE/"Repeatability for $1 (free) “date™/
>! r.gnu; gnuplot r.gnu

cat rep.gnu | sed sINAME/$1/ | sed s/F/x/ | sed s/TITLE/"Repeatability for $1 (fixed)
“date™/ >! x.gnu; gnuplot x.gnu

#plot on paper

grep -v continue r.gnu >! r.Ignu; lasergnu -b -f r.Ilgnu -p -Psparc
grep -v continue x.gnu >! x.Ignu; lasergnu -b -f x.Ignu -p -Psparc
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9.2 Creating RINEX or FICA Files from NGS ARGOSFiles

Prior to May, 1992, CIGNET tracking data were aggregated at NGS by GPS Week in the
ARGOS format. There are three files for each station (each week), one containing phase
and pseudo-range data (usually called a"data’ or "tape" file), one containing broadcast
ephemeris and satellite clock information ("orb" file), and one containing the meteorol ogical
data ("met") file. There may also be afourth file of descriptive information. Thefirst step
in using the CIGNET dataisto FTP or transfer from tape at |east the "data" and "orbit"
files. Once transfered, the file names should contain the (4-character) standard station
identifier plus the GPS week; e.g., for Y ellowknife in week 437, the two required files
should be named yknf437.dat and yknf437.orb.

A sample data ( .dat) file is shown below:

YELLOWKNI FE 437 143 198 5 22
88 5 24 21 51 59.0800000 251519.080000 1 6
-69283. 6838536321073582. 10107 53744718. 7507536299753069 . 45818 40.5 39.5
88 5 24 21 51 59.0800000 251519.080000 1 6
-69283. 6838536321194922. 50099 53744718. 7507536299753069 . 45818 40.5 39.5
Thefirst (title) record gives the station name, GPS week number, and the calender date of
the first day of the week. For each set of simultaneous observations, there is atime-tag
record, with the the epoch given in calender date, (GPS) hours, minutes, seconds, and
GPS seconds-of -week, followed by the number of satellites at that epoch and their pseudo-
random noise (PRN) code numbers. For each epoch there are one or more measurement
records containing (in order) L1 phase (cycles), L1 pseudo-range (meters), L2 phase, L2
pseudo-range, L1 carrier power-to-noise ratio (dB-Hz), and L2 carrier power-to-noise ratio
(dB-H2z).

A sample orbit ( .orb ) fileis shown below:

GPS WEEK #

688 525 0 0 0.0 -.116699375212D-03 -

. 192130755750D- 10 -.277555756156D- 16

. 122880000000D+05 . 925000000000D+01 .101825670448D- 08 . 183378419704D+00
-.586733222008D- 06 . 531821721233D- 02 . 104252249002D- 04 . 515364718437D+04
. 259200000000D+06 -.111758708954D- 07 . 192736365505D+01 -.726431608200D- 07
.111949619933D+01 . 254187500000D+03 .202961194281D+01 -.621168731314D- 08
-. 2321525272270 10 . 100000000000D+01 . 437000000000D+03 . 000000000000D+00
. 100000000000D+01 . 000000000000D+00 . 000000000000D+00 . 430080000000D+05
688 525 1 0 0.0 -.116767827421D-03 -.192130755750D- 10 -.277555756156D- 16
. 163840000000D+05 . 687500000000D+01 .101647091580D- 08 . 708491445227D+00
-.396743416786D- 06 . 531794375274D- 02 . 104773789644D- 04 . 515364661980D+04
. 262800000000D+06 . 186264514923D- 08 .192734131190D+01 -.614672899246D- 07
.111949607937D+01 . 253406250000D+03 . 202958492564D+01 -.621847331009D- 08
-.292869342041D- 10 . 100000000000D+01 . 437000000000D+03 . 000000000000D+00
. 100000000000D+01 . 000000000000D+00 . 000000000000D+00 . 430080000000D+05

Thefirst (title) record contains only the GPS week number. Satellite clock and ephemeris
information are listed as they arereceived. Thefirst line gives satellite PRN number, GPS
date and time, clock bias (seconds), clock drift (sec/sec), and clock drift rate (sec/sec 2).
The following four or six lines contain the standard ephemeris information, similar to that
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giveninthe GAMIT E-file. A description of each value may be found in the NGS
documentation distributed with the tape. Note that there was a change at Week 424.

The meteorological data (.met) file gives simply the temperature (°C), pressure (mb), and
relative humidity (percent) at hourly intervals. A sampleis shown below:

YELLONKNI FE GPS WEEK 437

88 522 0 0 0.00 3. 60 978. 00 37.39
88 522 1 0 0.00 3.70 979. 00 39.53
88 522 2 0 0.00 3.50 982. 00 40. 41
88 522 3 0 0.00 3.40 985. 00 41.01
88 522 4 0 0.00 2.90 984. 00 42. 49

To convert an ARGO data ( . dat ) fileinto aRINEX observation ( . YYo ) file, usethe
shell script sh_argo2rx :

sh_argo2rx -f < ARGOfile > -apr < apr file > [ -0 ]

where the ARGO file name must begin with the 4-character station I1D; apr-file is the name
of aGLOBK file of apriori station coordinates; and the optional final argument (  -o0)
signifiesthat an existing RINEX file of the same name will be overwritten. If available,
station.info and rcvant.dat will be read to get the RINEX header information.

To convert an ARGO orbit ( . orb ) fileinto aRINEX navigation ( . YYn ) file, usethe
program ARGO2NAV, which takes as a single command-line argument the name of the
ARGO orbit file; viz: argo2nav al go537. orb

To convert ARGO data and orbit filesinto FICA files, use the program ARGO2FIC. To run
the program simply type its name followed by the filename prefix (station and week
number) and the receiver software version used to collect the data (CORE 4.1, 4.7, or 4.8
for the TI4100, 1.49, 1.50, or 1.61 for the MINI-MAC):

argo2fic yknf437 41

ARGO2FIC will read the weekly .dat and .orb ARGO files and open and write a FICA file
for each calender day, naming the file by the station and day number. (If a .orb fileis not
available for asite, you can create one to satisfy ARGO2FIC by renaming the orbit file
from another site since the oribital information is the same.). For Y ellowknife in week
437, seven files will be created, named  yknf8.143.fic, yknf8.144 fic, ......, yknf8.149 fic .
The number of FICA blocks of each type will be displayed on the screen and written to an
information file named, for the exmple shown, yknf437.inf. Note that both (week-long)
ARGO filesand (daily) FICA files are large compared to (daily) X-files, so some planning
of disk space should be done before beginning the conversions.

3 April 2000



Chapter 9 7
9.3 Creating RINEX files from FICA files

Program FIC2RX (in the /makex directory) can be used to create RINEX observation and
navigation files from FICA files. It has been tested for T14100 blocks 101, 6, and 9 (all
from GESAR), and is coded (but untested) for the TI4100 using CORE or ROM software,
and for MiniMac, Rogue, and Trimble receiver blocks, as well as the short (RINEX-like)
blocks (70, 80, 1080, 1180, 1280, 1380) created for all receivers near the end of FICA's
useful lifetime. To run the program type

fic2rx <fica-file name> <lI-file name>

If either of the command-line arguments is omitted, the program will prompt you to enter
them. Omission of the L-file is allowed but will result in zeroes being entered for the
approximate station coordinate in the RINEX header. FIC2RX is currently coded
(MAKEX version 9.58 of March, 1997) to remove the nearest integer of the initial phase as
per RINEX standards, but this feature of the code may be easily commented out.

9.4 Creating X-files from C-files (Utility CTOX)

In order to conserve disk space and maintain "clean" archival datafiles, it is useful to
convert edited C-files back to X-files whenever possible. Thisis done using the program
CTOX. It canberunfromasingle C-fileor alist of C-files contained in a D-file. When
you invoke the program, it will prompt you for the name of the input C- or D-file. If aD-
fileisused asinput, CTOX will give you the opportunity to change the series letter
associated with the input C--files. Finally, you will be prompted for the series letter to be
associated with the output X-files.

9.5 Creating RINEX files from X- and E-files

Whenever data are exchanged with another institution, they should be transcribed in to
RINEX format. Thisis easily accomplished using the program XTORX (inthe /makex
directory). XTORX accepts two command-line arguments: thefirst isthe name of the
input X-file or D-file containing alist of X-files; the second, used only in the case of a D-
file, givesthe series letter associated with the X-files (which might have a different series
letter in the D-filelist).

(Program ETORX to write RINEX navigation files from FICA Blk 9 files to be written)

9.6 Converting a hi.raw file to sited. or station.info

Prior to release 9.0, antenna height information was recorded by the analyst in a"raw" file
read by program HI, which converted the actual measurementsinto L1 and L2 offsets,
written in the "station description” Gited.) file. Thesited. file can still be read by MAKEX,
FIXDRV, and MODEL, but it is recommended that these files be converted into a
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station.info  file, which provides a more direct connection between the original
measurement and the offsets used in modeling the site coordinates (see Chapter 4). (There
isaloss of information in the new scheme since the hi.raw file provided for input
measurements in both meters and inches and both before and after the observations. Most
of the time, however, the analyst will make a judgement about the validity of the antenna
measurements when he/she transcribes the values from the log sheet.) The format of the
current hi.raw file,

(A4, A2, Al, 1X, A3, 1X, A16, 2(1X, F5. 3, 1X, 21 2), 2(1X, F6. 3), 1X, A6, 1X, A5), is
shown below:

ALGCB71. 003 ALGONQUI N 1.1750000 1.175 0000 O0.000 0. 000 TI4100SLPAB
ALGCB71. 004 ALGONQUI N 1.1750000 1.175 0000 O.000 0. 000 TI4100SLPAB

DEVL871. 004 DEVILS PEAK, SCl 1.2720000 1.271 0000 0.000 0. 001 TI 4100SLPAB
DEVL871. 004 DEVILS PEAK, SCl 1.2710000 1.272 0000 0.000 0. 001 TI 4100SLPAB

(The hi.raw filein use prior to {date} had one fewer decimal placesin the height and
offsetsin meters. These files can be converted into the current format using program
HI2HI92.) Thefirst entry isthe session identifier: 4-character station name, year, session
number, and day. The second entry is the complete station name. Then follow seven
entries giving measured values of antenna height and offset: height before the observations
in meters, height before the observations in inches and 32nds of inches, height after the
observations in meters, height after the observations in inches and 32nds of inches, east
offset in meters, and north offset in meters. The final two columns give the antenna type
and measurement scheme.

Y ou need enter only the measurements that are available; any entry with avalue of zero will
beignored. HI converts slant or vertical heights with respect to the antenna structure to the
heights of the phase centers (L1 and L2) and computes an average of the "before" and
"after" values entered in meters. Values entered in inches are used only as a check (unless
no meters value is entered); large discrepancies between the English and metric
measurements are indicated by the program.

The output of HI is astation description file in the format shown below:

ID YR DAT SITE DESCRIPTION L1 HT L1 N L1E L2HT L2 N L2E
(A4, A2, A, 1X, A3, 1X, A6, 4X, 6F8. 3)

ALGO871. 003 ALGONQUI N 1.399 0.000 0.000 1.374 0.000 0.000
ALGO871. 004 ALGONQUI N 1.399 0.000 0.000 1.374 0.000 0.000
DEVL871. 004 DEVILS PEAK, SCl 1.496 0.001 0.000 1.471 0.001 0.000
OVROB71. 003 OVRO- 7114 1.387 0.000 0.000 1.362 0.000 0.000
OVR(C871. 004 OVRO 7114 1.890 0.000 0.000 1.865 0.000 0.000

To convert ahi.raw file into a station.info file, run program HI2STNFO. Since the
station.info file contains the receiver software version, whichisnot in hi.raw, this
information must be provided to effect a complete trandation. HI2STNFO will prompt you
for the name of amakex.batch file to provide the receiver information. If you have aready
created X-files (the usual caseif you're running HI2STNFO), you may choose to leave the
receiver information out of thestation.info file since it is used only by MAKEX.
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9.7 Creating K-files from Clock Log Information

For a codeless receivers the offsets between receiver clocks in the network are measured by
bringing the receivers together at acommon point. This procedure is usually performed
both before and after a survey, and the offsets recorded in the observer'slog. Prior to
processing the data, the analyst must enter these offsets into a session- or campaign-
specific K-file of the format shown for the example below:

FT ORD MACROVETER || CLOCK DAYS 147- 149
END
SERI AL NUMBER UNI T CODE
919 s
922 T
END
CLOCK LOG TABLE
BEFORE AFTER
RECEI VER S/ N RECEI VER S/ N
HHW DAY REFER REFER DI FF. HHW DAY REFER REFER DI FF.
(UTQ) A B (uS) (UTC) A B (us)
2149 147 919 922 0.300 0559 148 919 922  17.10
2049 148 919 922 0.300 0542 149 919 922 3. 000
1924 149 919 922 0.300 0600 150 919 922 3. 000

At the top of the table are one or more header records and the serial numbers corresponding
to the receiver unit numbers that might be used in identifying the observation files. Then
each clock comparison performed in the field istabulated. FIXDRYV uses the differences
recorded before and aftter observations to compute an offset and rate for each receiver with
respect to areference (designated in FIXDRV) for each day. In the example the clock for
receiver serial number 919 was used as areference for each comparison, but it is not
necessary to use the same reference each time. On day 147 the clock for receiver 922 was
synchronized with 919 to within 0.3 microseconds {1s) before observations began (at 2149
UTC) but had drifted by 17 ps by the end of the session (0559 the next day). On days
148 and 149 the two clocks were al'so synchronized at the beginning, and the drift by the
end wasonly 3 ps.

9.8 Creating W-files from Weather Log Information

Meteorological datais entered for each site into a W-file, an example of which is shown
below:

Static net file for FOR2 Brush 2 1988 Day 148

END

1988 148 2100 1988 149 0600 FOR2

Tinme (UTO) TEMP PRES REHUM D

LOCAL LOCAL LOCAL
YR DAY HR MN DEGC M PER CENT
(free format)

88 148 21 00 17.9 979.0 70.0
88 149 06 00 17.9 97 70.0
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One or more header lines are terminated by END. Then follows a line giving the total span
of thefile (to facilitate interpolation and to avoid reading beyond the end) and three lines of
header information that is read by the program to determine the type and units of met values
entered. Temperature and pressure are always entered in units of degrees Celsius and
millibars, respectively, but the water vapor values may be relative humidity in per cent (as
shown) or partial pressure of water vapor in millibars. All three measurements may be for
the siteitself (LOCAL) or at sealevel (SEALEVEL). The tabulated times and met values arein
free format.

9.9 Creating and Maintaining Datum, Time , Spacecraft, and Ephemeris Tables

Manyt of the modules of GAMIT require atable giving the parameters of geodetic datums.
ARC and MODEL require tablesfor TAI-UTC, TAI-UT1, pole position, nutation, and
spacecraft parameters. ARC also requires tables for the positions of the sun and moon.
The data for these tables are available from MIT or Scripps but may also be obtained from
national astronomical and geodetic agencies or the International Earth Rotation Service
(IERS). In this section, we describe how these data should be formatted for use by
GAMIT.

Geodetic Datums ( gdetic.dat )

Table 9.1 is aexample of the geodetic datum file. Thereis aone-line header followed by
descriptions, not read by the program, of the columns of the table. Five-character names
are used to denote each datum, which is then specified by the standard ellipsoid parameters,
semi-major axis (in meters) and inverse flattening, and cartesian offsets (in meters) from
the geocenter.

Table 9.1
Geodet i ¢ Dat uns | ast updated by rwk 96.10.30
Dat um a 1/ f DX DY Dz
WES84 6378137. 298. 257223563 0. 0. 0.
NAD83 6378137. 298. 257222101 0. 0. 0.
WGES72  6378135. 298. 26 0. 0. 4.5
NAD27 6378206.4 294.9876982 -12.01 -162. 97 189. 74
CLK80 6378249. 145293. 465 0 0 0 English d arke
CLI 80 6378249.2 293.4660208 0 0 0 C arke 1880 I GN
| NT24 6378388. 297. 0 0 0

Spacecraft parameters ( svnav.dat )

The file svnav.dat gives the correspondences between spacecraft (Navstar) numbers (NSN)
and pseudo-random noise (PRN) numbers for each GPS satellite, its mass, and its yaw
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parameters. The tablesis updated after each launch or chance in yaw status, usually by
Paul Tregoning of ANU based on data supplied by Y oaz Bar-Sever of JPL. The begining
and end of the current (Dec 96) table is shown below:

NSN PRN #s, masses, and yaw rates satellites. Updated by R King 4 Jun 98

PRN SV BLK MASS(G BIASED YAWRATE YR MO DY HR MN DX DY Dz (see key at bottom

4, 1 1  453800. U 0.1990 78 02 22 00 OO 0.210 0.0 0. 854

6, 3 1 453800. U 0.1990 78 10 06 00 OO 0.210 0.0 0. 854

2, 13 2 878200. U 0.1130 89 06 10 00 OO 0.279 O 0. 9519

2, 13 2 878200. Y 0.1130 93 01 01 00 OO 0.279 O. 0. 9519

2, 13 2 878200. N 0.1130 95 07 05 01 10 0.279 O. 0. 9519

2, 13 2 878200. P 0.1130 95 11 17 00 OO 0.279 O 0. 9519

14, 14 2  887400. U 0.0870 89 02 14 00 OO 0.279 O 0. 9519

13, 43 4 1100000. P 0.1230 97 07 23 00 00 -0.0031 -0.0012 O. -- yaw val ues provi si ong
8, 38 2 972900. P 0.1230 97 11 06 00 20 0.279 O. 0.9519 -- yaw val ues provi sione

BLK: 1=Blk I 2=Blk Il 3=Blk IlA 4=Bl k I IR

Temporary: Blk Il A (SV 23-30) set =2 for backward conpatibility (rel eases < 9.63)
BI ASED (yaw): Y=nornmal A=anti-normal P= +ive only, N= -ive only U=unbi ased
SVANT- DXYZ: Antenna offsets fromcenter of mass (m

The mass, along with the block number, is used to calculate non-gravitational accelerations.
The block number is used to determine the offset of the transmitter antenna phase center
from the center of mass of the spacecraft. The yaw "bias" and rate determine how MODEL
treats the spacecraft attitude during eclipse. Prior to June, 1994, all of the GPS satellites
had unbiased ( U) yaw when in sunlight, leading to difficult-to-predict behavior during
eclipse. Under these conditions GAMIT does not attempt to model the eclipse orientation.
In June, 1994, DoD added a small (0.5 degree) bias to the nomina yaw of some satellites,
increasing the number to the entire constellation by November, 1995. The bias causes a
satellite to yaw at a predictable rate and direction during eclipse. There are four direction
"conditions" that have been in effect for at |east a short period on some satellites since June,
1994: positive (clockwise) ( P ), negative ( N), "normal” (Y, positive or negative,
depending on the angle between the orbit plane and the Sun, and "anti-normal™ ( A,
opposite of normal). For a complete discussion of the yaw history and the model, seeBar -
Sever [1996] (referenced in Chapter 2). The last three columns contain the offsets of the
spacecraft (L C) antenna phase-center from the center of mass. The values shown here and
hardwired into the code prior to Release 9.71 are nominal offsets determined by DoD and
its contractors. We expect to change these in the near future to values estimated from
global data analyses.

TAI-UTC (leap.sec)
Although GAMIT files and internal calculations are now mostly GPS time, UTC is used

for some old X-files and is useful for informational purposes. The conversion from one
system to another is performed by reading the table kap.sec which gives leap seconds since
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1 January 1982, at which time TAI-UTC was.20.0 seconds. The format of the tableis
given below:

Table 9.2

LEAP SECOND TABLE CREATED 87-12-15  UPDATED 98-01-08
(1X F9.1) 2449169.0 JUN 30 1993

2445151.0 I'JUNE 30, 1982 LEAP SEC | NCREMENT
2445516.0 I'JUNE 30, 1983 LEAP SEC | NCREMENT
2446247.0 I'JUNE 30, 1985 LEAP SEC | NCREMENT
2447161.0 I'DEC 31, 1987 LEAP SEC | NCREMENT
2447892.0 I'DEC 31, 1989 LEAP SEC | NCREMENT
2448257.0 I'DEC 31, 1990 LEAP SEC | NCREMENT
2448804.0 I'JUN 30, 1992 LEAP SEC | NCREMENT
2449169.0 I'JUN 30, 1993 LEAP SEC | NCREMENT
2449534.0 I'JUN 30, 1994 LEAP SEC | NCREMENT
2450083.0 I'DEC 31, 1995 LEAP SEC | NCREMENT
2450630.0 'JUN 30, 1997 LEAP SEC | NCREMENT
2451179.0 I DEFAULT LATER DATE (Guess: Dec 31 1998)

Thefirst line of thetable isacomment. The second line gives the format of the tabular
entries to follow and the last date for which the current table isvalid. If adate beyond that
given on line two is requested by the program, a message will be printed and execution will
stop. The tabular entries are simple the PEP Julian dates (PJD) for each leap second (PJD
= MJD + 2400001, see the discussion with the lunar table below). The calender datesto
the right of each entry are comments not read by the program.

TAI-UT1 Table:

Table 9.3 shows a UT1 table, which consists of atwo-line descriptive header and a series
of values as a function of time modified Julian date (MJD). In the example shown, the
comments on the first line indicate that the valuesin the table came from IERS Bulletins A
and B. The second line includes the format of the data lines, an integer ("2" in the
example) indicating whether the valuesare TAI-UT1 (UT1 type=4) or TAI-UT1R (UT1
type = 2), the PEP Julian days over which the table is valid, the number of values per line
("6"), the spacing of the valuesin days ("5"), and the factor to be used to convert the
tabulated values to the units required by the program (seconds of time) The designation
"UT1R" meansthat TAI-UT1 has been "regularized" (smoothed) by removing the effects
of zonal tides with periods shorter than 35 days, which can introduce short-period
variations up to 2.5 milliseconds. MODEL and ARC add these terms back in from
conventional models when computing the angular orientation of the earth. If UT1 values
are computed and tabulated at intervals of 5 days, asin IERS Bulletin B, it is useful to use
UTI1R to avoid errorsin interpolation. 1f values are computed at intervals of 1 day or less,
however, unregularized values are preferred. GAMIT UT1 tables are constructed from
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IERS circulars on aregular basis at Scripps to support PGGA operations and may be
copied from the public directories. Users should note whether the values for recent dates
are"predicted” (IERS Bulletin A or B), "rapid service" (Bulletin A), or "final" (Bulletin B)
and consider whether errorsin the values are important for your particular analysis.

Table 9.3

TAl-UT1R |1ERS Bull. B, BULL. A Rapid Service from44444; Updated 2/10/88 (5X, 15,6(18,1X), 14X 12)
2446824 6 5 1.E-5

45499 2122110 2123100 2123990 2124790 2125540 2126250

45529 2126940 2127620 2128280 2128940 2129680 2130490

45559 2131350 2132230 2133100 2133960 2134770 2135580

45589 2136420 2137310 2138270 2139300 2140360 2141410

Pole Position Table;

Table 9.4 shows a pole-position table, which, like the TAI-UT1 table, consists of atwo-
line header and a series of values as afunction of time. The first line is a comment
describing the source of the table. The second line has exactly the same form as the TAI-
UT1 table except for the "type" parameter, giving the format, span, number of values per
line, tabular interval in days, and the factor to be used to convert the tabulated valuesto the
units required by the program (seconds of arc). The pole position values are stored in
pairs, with thex position given asthe first value of each pair and they position the second.
Asfor UT1, the pole-position values from the IERS can be "predicted”, "rapid service", or
"final", with different levels of accuracy. For the highest accuracy in your analysis, you
should use a set of pole-position values estimated from VLBI and/or GPS data
simulaneously with your site coordinates. If you do not estimate these values in your own
analysis (using GLOBK), you can copy the MIT tables Isites/vg_ yymmdd and

/tables/pole.vlbi_  yymmdd

Table9.4

Bl H79 WOBBLE: UPDATED WCB 01/05/87 RAP. SER FROM 46744, PRED. FROM 46794 (1X, 19, 1215,8X12)
2446824 6 5 1.E3

45499 222 497 238 480 252 462 265 444 276 425 287 405

45529 298 384 309 363 319 341 326 319 330 298 333 277

45559 333 256 331 235 328 214 322 193 314 172 304 151

45589 293 131 280 112 265 95 249 80 231 66 211 54

45619 189 43 167 34 145 27 123 22 100 18 77 17

45649 55 18 33 19 12 22 -9 26 -29 32 -47 39
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Lunar Table:

Table 9.5 shows the beginning section of a Lunar table, which has the same format as the
UT1 and pole tables except that there is an additional character entry at the end of the
second header line indicating whether the ephemerisisin a B1950 or J2000 inertial frame.

I mportant note on Julian Day numbers: In the lunar, solar, and nutation tables , we
have followed the convention of the MIT Planetary Ephemeris Program (PEP) and

designated a day, beginning at midnight, by conventional Julian Day which begins

the following noon. Thus, the PEP JD (PJD) is the conventional Julian Date + 0.5.

The Modified Julian Day (MJD) used by the IERS in the earth rotation tablesis one
day (plus 240000) less than the PEP Julian Day, i.e. , PID = MJD + 1 + 2400000.

For each following line of the table, the first number is the PEP Julian day number of the
table entry minus 2400000. (Note that the time interval spacing between table entriesis 0.5
day. Therefore, two table entries will have the same Julian day number.) The second,
third and fourth numbers are the x, y and z of the Moon's position on that Julian date. The
units are meters and the values are with respect to the mean equator and equinox of 1950.

Table 9.5

J2000 Lunar ephereris for 1995 Nov 94 - Mar 96 rwk/MT 95/6/ 16
(1x,i5, 6i 11) 0 2449641 2450200 3 -1 1. E-03 J2000
49641 338866941 -190113511 -44831903

49641 359853304 - 154961265 -30778560

49642 376410611 -117854817 -16331906

49642 388399920 -79273638 -1673630

49643 395737251 -39701958 13016720

49643 398392214 376099 27563394

Solar Table:

Table 9.6 shows the beginning section of a Solar table (which is actually a tabulation of the
position of the Earth with respect to the Sun). The header entries are at 4 day intervals, the
PEP Julian day number has 2400000 subtracted, and the x,y,z postion components arein
kilometers.

Table 9.6
J2000 Earth ephereris for 1995 Nov 94 - Mar 96 rwk/MT 95/6/16
(1x,i5, 6i 11) 0 2449641 2450197 3 4 1. E+00 J2000

49641 138814695 50128193 21733554
49645 134547714 58751821 25472708
49649 129639597 67095038 29090431
49653 124109860 75118738 32569486
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Nutation Table:

Table 9.7 shows the beginning section of a nutation table. Thefirst lineis again a
comment line describing the table. That comment line indicates that the table is good from
the 335th day of 1984 to the 180th day of 1985 and that the table was generated March
26,1985. The second line gives the format of each table line and then five numbers. The
start and stop Julian day numbers of the table are the first two. The third numbers indicates
that each line will contain four pairs of table values. The fourth number (-1) indicates that
the tabular interval is 0.5 (i.e. 2-1) day. The fifth number indicates the value that the table
values must be multiplied by to get the proper units (arc seconds) for the program. Only
the start and stop Julian day numbers are actually used from these headers. On each
following line of the table, there is the PEP Julian day number - 2400000, followed by four
pairs of values of Ay and delta Ae, the conventional angles describing the nutation in
longitude and obliquity (in units of 10 -4 arcseconds, according to the fifth entry in the
second header line). Note that the table lines are at time intervals of two days, which
means that each pair of nutation angle valuesis 0.5 days apart.

Table9.7

Nut ation epheneris for 1995 Nov 94 - Feb 96 rwk/MT 94/10/ 4

(1x,i 5, 8i 8, 8%, i 2) 2449641 2450200 4 -1 1.E-04
49641 117182 -59269 116620 -59240 116001 -59247 115344 -59290
49643 114671 -59373 114000 -59494 113350 -59652 112738 -59843
49645 112180 -60063 111686 -60305 111267 -60564 110928 -60832
49647 110672 -61104 110499 -61372 110406 -61630 110385 -61872
49649 110429 -62092 110527 -62286 110667 -62450 110835 -62582
49651 111016 -62680 111193 -62745 111351 -62777 111473 -62780
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10. Automatic Batch Processing
10.1 Overview

Once you understand the file structure and analysis tools of GAMIT, you can save
significant time in processing large quantities of data by using the automatic processing
script sh_gamit and the related scripts sh_glred . Sh_gamit takes you, with asingle
command, from raw or RINEX data over a range of days to a solution and sky plots of
phase data as arecord of the GAMIT analysis. Sh_glred usesthe GAMIT resultsto
produce time series of day-to-day repeatability and a solution (h- or SINEX) file that may
be combined with those from other epochs to estimate station velocities. The only
preparation required is setting up the control files, most of which are common to all
analyses of aparticular era, and assembling the non-1GS data in one or more directories on
your system.

Thefirst step in running the scriptsisto create an experiment directory and then to copy
into it the templates directory from the GAMIT/GLOBK source directory. You will then
need to edit one or more filesin this directory to tailor the processing to the configuration of
your computer system and GPS network:

process.defaults : Edit to specify your computation environment, sources for internal and
external data and orbit files, start time and sampling interval, and instructions for archiving
the results.

sites.defaults : Edit to specify which local and |GS stations are to be used and how station
log data are to be handled.

station.info : Make sure that thisfile is current (from SOPAC) for al IGS stations you will
useinyour analysis. If the RINEX filesfor your local network contain |GS-standard
receiver and antenna codes and the correct height information refers to the ARP, then no
further entries are required. If not, then you must manually enter the GAMIT codes and
height valuesinto the file. Y ou can give station.info priority over the RINEX headers using
the xst nf o option in sites.defaults.

Ilfile. and .apr files: Thetemplate files will contain accurate coordinates for 1GS stations,
and the script will attempt to calculate coordinates for any new station via a pseudorange
solution, or (if you say so) use the coordinatesin the RINEX header. When GAMIT runs,
these coordinates will be updated from the phase solution so that for successive days on
which the same station is observed, the accurate coordinates will be used.

sestbl. and sittbl. : Edit these to set the appropriate options for your analysis. Make sure
that any station for which you specify tight constraints insittbl. has accurate coordinatesin
the apr file (apr f in process.defaults).

Y ou may also choose to create under the experiment directory a / ri nex directory and to

copy into it all of your local RINEX files. Alternatively, you can specify in
process.defaults the directory structures for searching for raw and RINEX files on your
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local and remote systems, as explained in Section 10.3. All other directories and files
required by GAMIT will be created by the script.

Once you have edited appropriately the template files, you can start the processing from
within the experiment directory by giving sh_gamit sSimply the 4-character code for the
experiment and arange of daysto process:

sh_gamit -expt emed -d 1999 235 236 237 238 >&! sh_gamit.log

The time span can also be specified using -s <start_day> <stop_day> to indicate a range of
consecutive days, or -r <days> to indicate that you want to processasingleday <days>
before the current date. Y ou may also override some of the parameters specified in
process.defaults:

-orbit <type> Typeof orbit (IGSP IGSR IGSF SIOP SIOR SIOF)

-eops <name> EOP seriesto be used ( usno [default], bull_b)

- Do not compress X-files and RINEX files when done (default compress)
-archive Copy solution files to an archive and remove the day directory (default no)
-e Do not erase C-files when done (default isto erase)

-pres Plot phase residual s as postscript skyplots (default no)

-nogifs Do not create gif files of sky plots (default isto create from postscript)
-netext <char> Add network specific suffix (character) to day directory names (e.g.035r)
-sessinfo Sampling interval, #epochs, start time (HH MM) (e.g. 30288000 )

-mailto User name and machine (e.g. simon@chandler.mit.edu)

Most of the time the parameters may be omitted in favor of the values you have specified in
process.defaults for the whole experiment. The overrides are useful, however, if you wish
to test the effect of processing a day with a different orbit, EOP table, or session length, in
which case you can create a directory for the same day by appending a character to its name
(e.g., -netextt ). Finaly, you may launch sh_gamit from anywhere on the system by
specifying the full path name of the processing directory with -dir <path>. When the script
runs, it will write to the screen arecord of each step, which you may choose to redirect to a
file (e.g., >&! sh_gamit.log). Though the current version of thislog iscryptic in parts, you
should be able to use it together with GAMIT fatal  file, and the source code for sh_gamit to
identify the point and reason for failure should that occur. We welcome user feedback to
improve the displayed information.

When processing of each day is completed, sh_gamit will send a mail message to you
giving the number of stations used, the nrms values from the Q-file, the rms of the one-
way phase residuals for the two best and two worst stations from the AUTCLN postfit
summary file, and alist of any large adjustments to station coordinates. These statistics
will let you know whether you need to examine the GAMIT output further for possible
reprocessing.
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A collateral benefit of the automatic processing development is that we have cleaned up
many of the utility shell scripts so that they can be easily used in non-automatic or
customized processing. The most useful of these are sh_make_rinex, sh_get_nav,
sh_get_rinex, sh_get_orbits, sh_update_eop, sh_link_rinex , and sh_make_sky_gifs
Instructions for running each of these may be obtained by typing the name with no
arguments.

10.2 Templatefiles
Following are annotated copies of the two new control files used by sh_gamit.

process. defaul ts

# Do not renove any of these entries. To by-pass a function, set the
# value to null: ™"
#
## LOCAL DI RECTORI ES
# Directory for translation of raw data (nmay have links to /raw nd)
set rawpth = "/datal3/sinon/mtnet/raw'
# Directory path for raw archives (search all levels); e.g. /datal8/sinopn
set rawmfnd = ""
# Input files for RINEX translators
set npth = "$procdir/nkrinex"
# RINEX files directory
set rpth = "$procdir/rinex"
# Directory path for RINEX archives (search all levels); e.g. /datal8/sinobn
set rnxfnd = ""
# Broadcast orbit directory
set bpth = "$procdir/brdc"
# IGS files directory
set ipth = "$procdir/igs"
# Gfiles directory
set gpth = "$procdir/gfiles”
# GAMT and GLOBK tables directory
set tpth = "$procdir/tabl es"
# d obk solution directory (required but not yet used)
set gl bpth = "$procdir/soln"
# d obk binary h-file directory (required but not yet used)
set glfpth = "$procdir/glbf"
# Qutput gifs directory
set gifpth = "$procdir/gifs"
# Tenplate files
set tenplatepth = "$procdir/tenpl ates”
# Place to store tenporary control files
set cpth = "$procdir/control”
# Archive root directory (cannot be null)
set archivepth = "$procdir/archive"

## FTP | NFO FOR REMOTE FI LES
# Raw data archive

set rawarchive = 'chandler.mt.edu
set rawdir = 'pub/continuous/mtnet'
set rawl ogin = 'anonynous sinon@handl er. mt. edu’

# Addresses for CDDI'S, SOPAC, | GSCB, and USNO are given in /com ftp_address

16 November 2000



Chapter 10 4

## GAM T

# Set sanpling interval, nunber of epochs, and start tine for processing
set sint ="'30

set nepc = '2880'

set stine ='0 0O

# New vari abl es for updating tables (see sh_upd_stnfo)

set stinf_unique = "-u"
set stinf_nosort = "-nosort"
set stinf_slthgt = "2.00"

# Set "Y' to use RINEX header coordinates if not in Ifile or apr file
set use rxc = "N'

# 4-character code for broadcast orbits

set brdc = 'brdc'

# Mnimum x-file size to be processed (Def. 300 bl ocks)

set m nxf = '300

# Set search wi ndow for RINEX files which mght contain data for day
set rx_doy_plus 1

set rx_doy_m nus 1

## RESOURCES

# M ni mum raw di sk space in Kbytes
set mnraw = ' 30000

# M ni mum RI NEX di sk space in Kbytes

set mnrinex = '30000
# M ni mum archi ve di sk space in Kbytes
set mnarchive = '20000

# M ni mum wor ki ng di sk space in Kbytes
set mnwork = '200000

## SYSTEM DEPENDENT SETTI NGS

# UNI X df command nust be set to return the correct form
set udf = 'df -k'

# UNI X mai | command

set umail = "'mailx -s'

# Mail address for the processing report

set mailto = 'sinon'

# Host nane for email and anonynous ftp password use
set machi ne = 'wegener. mt. edu

# CGhostscript path

set gspath = '/usr/bin'

# | mageMagi ck path for gif conversion

set inpath = '/usr/bin/X11'

# Web interface .htm file.

set htminfo = "mitnet.htm"

sites.defaults

# File to control the use of stations in the processing
Format: site expt keywordl keyword2 ....

where the first token is the 4- or 8-character station nane (GAM T
uses only 4 characters, GLOBK allows only 4 unless there are earth-
quakes or renanes); the second token is the 4-character experinent
nanme, and the remaining tokens, read free-format, indicate howthe

HHHFEHEHFHFH
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mate_gps tub
ankr_gps tubi

ftprnx xstinfo glrepu glreps
ftprnx xstinfo glrepu glreps glts
kit3 gps tubi ftprnx xstinfo glrepu glreps
nssp_gps tubi ftprnx xstinfo glrepu glreps
graz_gps tubi ftprnx xstinfo glrepu glreps
noto_gps tubi ftprnx xstinfo glrepu glreps
nico_gps tubi ftprnx xstinfo glrepu

sofi_gps tubi ftprnx xstinfo glrepu

zeck _gps tubi ftprnx xstinfo glrepu

zwen_gps tubi ftprnx xstinfo glrepu glreps

bahr _gps tubi ftprnx xstinfo glrepu

tela gps tubi ftprnx xstinfo glrepu

tubi _gps tubi ftpraw xstinfo glrepu glts
nmert_gps tubi ftpraw gl repu glts
kant _gps tubi ftpraw gl repu glts

# may use the foll ow ng:
# all _sites tubi xstinfo

10.3 Using sh_gamit

Before you start, review carefully all of the entriesin pr ocess. def aul t s. In particular,
make sure that the system-dependent UNIX commands are correctly specified. Thedf and
mail coOmmands are set in pr ocess. def aul t s. A form of df must be used that produces a
return of the form

Fi | esyst 1024-bl ocks Used Avail abl e Capacity Munted on
shi da: / shi da/ data34 13573771 11711318 1156800 91% /tnp_mt/data34

Some systems also return different units with the s -s option (e.g., kilo-bytes vs 128-word
blocks, so the minimum sizes of the X-files should be checked to make sure that the limits
represent truly small files. A POSIX-compliant version of awk must be specified with a
link in your path (e.g., in /gamit/bin). (Anaiasinyour .cshrc file will not work with the
sh_gamit SCripts.)

The most complex feature of sh_gamit is the procedure by which raw and RINEX files are
gathered for each day of asurvey. The simplest situation is when you have all of the data
on your local system in RINEX form and placed intothe /ri nex directory under the
experiment directory before you start. In this case, you should leave blank all of the

variables associated with collecting additional data: /raw,/rawfnd ,/rnxfnd in

16 November 2000

# station is to be used in the processing. All stations for which
# there are RINEX files in the local directory will be used auto-
# matically in the GAMT processing and do not need to be Iisted.
#

#

# GAM T:

# ftprnx = sites to ftp fromrinex data archives.

# ftpraw = sites to ftp fromraw data archives.

# xstinfo = sites to exclude fromautomatic station.info updating.
# GLOBK:

# glrepu = sites used in the GLRED repeatability sol ution

# glreps = sites used for reference frane definition (stabilization)
# GLORG for the GLRED repeatabilitiy solution

# glts = sites to plot as tinme series from GLRED repeatability
sol ution

in
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process. def aul t sand thef t pr awandf t pr nx tokens of si t es. def aul t s If you need
to acquire global RINEX files from an |GS data center, you may specify the stations using
ftprnx in sites. defaults. sh_gamitwill invoke sh_get_rinex for both the CDDIS and
SOPAC archives and ftp to your / r i nex directory all stations specified that are available.
A more complicated situation arises when you have a mixture of raw and RINEX data,
which may be archived in multiple directories on your system or at a remote data center.
The/ r awf ndand/ r nxf ndvariables ofpr ocess. def aul t sspecify a path to multiple-level
raw and RINEX directories which will be searched for any datafiles available for the day
being processed. In thiscase, sh_gamit will create links within the experiment / r aw and
/rinex directoriestothefilesinthe/rawf nd and/ r nxf nd paths. Any case-folding or
renaming necessary to create standard file names for raw files will be done for the linksin
/ r aw, leaving the original namesin / r awf nd unchanged. Whatever the mix of raw and
RINEX files available, sh_gamit will compare the lists of X-, RINEX, and raw files
available, and perform trangdlations only when the product file is not available. If you wish
to force retranglation of raw to RINEX, or RINEX to X, you must remove the product files
before you start.

If you expect sh_gamit to generate station.info entriesfromthe RINEX header
information, you should review the antenna and receiver names used in all of the headers
before you start (e.g., by grep'ing on the RINEX filesfor ' REC #' and' ANT #"). If any
non-standard names have been used, make sure that a unique string representing these
names appearsin /templates/guess_rcvant.dat . If you know that all of your receivers
and/or antennas are of the same type, you can force their use by specifying themas ant
defaul t and rcv defaul t inthisfile. Antennaheights can also be problematic. Inthe
RINEX standard, the height is supposed to be a vertical height to antenna reference point,
but often a slant height is actually given in thefile. If the latter is the case, then
stinf_slthgt in process.defaults can be set to a height above which the height will be
assumed to a slant height to the outside edge of the ground plane. (Settingsti nf _sl t hgt
to 0 or alarge number will make all heights interpretted as direct height measurements.)
Running from raw data can be problematic because the antenna type is not usually stored
in the raw files and must be supplied by the user. The UNAVCO TEQC program is used
for converting to RINEX. The sh_make_rinex SCript assumes an antenna type and adopts a
generic (not IGS standard) name based on the receiver type: Trimble -->

TRI MBLE_4000SST, TurboRogue-->AQAD M T, Ashtech--> ASH701933_M. If the
wrong height is used in the GAMIT processing, but the antennatype is correct, then the
station.info file can be updated and program hfupd used to correct the binary H-file without
the need to rerun GAMIT. Note that sitesthat are listed in sites.defaults with the xst i nf o
("exclude station.info update") entry should have station.info entries. This entry should be
used for al 1GS stations since the templates st at i on. i nf o file has the information for
these stations corrected specified whereas their RINEX headers, particularly for older data,
may beincorrect. If sh_gamit cannot determine the receiver or antennatype from an
existing station.info or from the RINEX headers, it will terminate with one of several
messages that make this clear (seeGAMIT fatal or the screen or log-file output of the script).
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If you are processing a session which does not cover asingle UTC day, there can be
problems in automatically updating the entries in station.info. If there have been changesin
antenna height during the session, the you will need to create the station.info entries
manually. Otherwise, the processing should go smoothly aslong as you instruct the script
to look for RINEX files on al of the days covered by the session using the x_doy_ni nus
andr x_doy_pl us entriesin process.defaults. Since the date in aRINEX fileis supposed to
reflect the time of the first measurement, for single-day processing, the rx_doy_pl us
entry should be O (since no datafrom the next day should be needed). For RINEX files
which cross the day boundary, r x_doy_mni nus = 1 should capture these data correctly. If
RINEX files are longer than 24-hours thenr x_doy_ni nus may be to set larger can ensure
that all data are processed.

A common mode of failure for sh_gamitis having a station or all of its data removed from
the solution. If the station does not appear at all, the problem is usually a missing RINEX
or incomplete RINEX file. If the station appears but has no data, then the data have most
likely been removed by AUTCLN. Themost common reason for the removal isthat too
many bias flags were added (DDSC column of the editing report of the AUTCLN summary
file), either because of poor apriori coordinates or poor receiver performance.

If apriori coordinates for a station are not available in the L-file (or apr file) from previous
processing, sh_gamit will by default invoke the sh_rx2apr script to perform a pseudorange
solution. Coordinates good to 10-20 m can usually be obtained from the data at the station
of interest (better if SA is off), but the preferred approach is to perform the solution
differentially, using also a RINEX file from an IGS station with known coordinates. To
make sure this happens, you should specify ft prnx in sites.default and have present in
the /rinex directory or available viaftp from an |GS data archive the RINEX files for each
day from one or more IGS stations. To by-pass sh_rx2apr and use the coordinates from
the RINEX header, set use_r xc = Y in process.defaults. This option should be used only
if you know that the header values are alway present and accurate.

Sh_gamit can also fail if it isunable to ftp required global RINEX files or orbital
information from an IGS archive (usually SOPAC or CDDIS). The GAMIT.fatal message
will usually make clear what fileis missing. In this case, check the ftp connection
manually and restart the processing.

When you rerun a day after a previous failure, you need to exercise some care to avoid
repeating the failure. The easiest solution isto remove the day directory completely and to
remove any bad entriesin the L-filein station.info in the /tables directory. If you do not
remove the day directory, then note the following protocols. (a) Any existing X-fileina
directory will be used again and the script assumes that there is a valid station.info entry for
thisfile (if not, the process will fail). (b) Any existing RINEX file linked in the day
directory will be assumed to exist. If the link is now empty because you have renamed or
remove the file in the remote directory, this may not be detected correctly on all systems.
(c) A previously added station.info entry will be used (and not replaced) if it appliesto the
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day being processed. (d) Coordinatesin the L-file will be used if they exists (so if the
entry has been corrupted it should be removed).

10.4 Using sh_glred

This script provides an efficient way to generate time series from a combination of regional
and global data. Theinput isaspecified set of regional and/or global networks, atotal span
of days to be processed, and the number of days to be combined in each solution. The
script then collects all the available ascii h-files, generates binary h-filesusing  htoglb,
combines all of these for each day or group of days, runs  gired and glorg to produce a
solution for each group, and generates repeatability plots. The search areas for h-files may
include GAMIT day directories, any number of other local directory trees, and the SOPAC
archive. Though you can customize the command files for gired and glorg for special tasks,
command files for a standard loose combination, with or without global tracking data, will
be generated automatically if they are not available.

Sh_glred is not designed to generate repeatabilities from daily binary h-files that have
already been combined or to estimate velocities from h-files spanning several years.
Templates for using glred and globk for these tasks, however, may be found in the
/templates directory ; See run_repeat, run_combine , run_velocity , globk_rep.cmd,
globk_comb.cmd, globk_vel.cmd, glorg_vel.cmd .

Once you have edited appropriately the template files, you can start the processing from
within the experiment directory:

sh_glred -s <yrl doyl yr2 doy2> -expt <expt> -net <networks> -local
-netext <char> -yrext <year> -ncomb <num> -stnfo <station.info> -cmd

-Opt<AFHLUGEKCR>

where -s is used to specify the start ( yr1 doy1) and stop ( yr2 doy2) year and day-of-year
for the processing, -expt isthe 4-character experiment name for the H-filesin local day
directories ( ddd[char] ) , and -net indicates the SOPAC H-files to beincluded. The options
for SOPAC areALL (default), or some combination of the solutions in the archive, currently
igs1 igs2 igs3 netl net2 net3 net4 ). If -local is specified, the script will process only days
within the span for which local data are available; otherwise, it will process all days within
the span for which it can find SOPAC H-files. The days to be processed can also be
specified explicitly using - dyr doyl doy2 doy3 .. ., or with -rdays to indicate that
processing should commence a certain number of days ( days ) before the current date and
continue until there are no more local or SOPAC files to include.

Thelocal directories are searched by default with the day-of-year, but can be restricted by
specifying a network suffix (.e.g, 035r ) with -netext or ayear prefix (e.g. 1997_) with
-yrext. The optional argument -ncomb is used to specify the number of daysto includein
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each combination. The default is 1 day, but you can also use the script to produce weekly
or monthly averages of local or global files. The argument ( -stnfo) is the name of the
station.info or SINEX file to be read by program hfupd; the default is .. itables/station.info .

The following processing tasks are available, listed in the order in which they are
performed:

<R>  Remove old h*.gl? files from the glfpth directory prior to starting.
<F>  Ftp globa h-files from the SOPAC archive, search names given by <networks> .
<H>  Run htoglb on all ascii files present or linked within glfpth (usually procdir/gibf).
<LA> Link locally archived ascii H-files (all hinetlexpt]?.yyddd) for inclusion in the
combination.
<LB> Link locally archived binary H-files (all hyymmdd????_[net|expt].gl?) for
inclusion in the combination.
Searches are from hind down, where hind is by default procdir/gibf but may be
specified as multiple paths in process.defaults.
<Lc> Link locally generated combined binary H-files (
<U>  Run hfupd on binary h-files (not yet tested).
<G> Runglred for combination or repeatabilities.
<e>  Runensum and sh_baseline for plots.
<c> At the end compressthe ascii H-files, remove any links, and copy the ascii and
binary H-filesto glbpth/ascii_yyyy and glbpth/bin_yyyy , respectively, where
glbpth is specified by process.defaults [default gibf]
<A> Do al options.

The stations to be used in each part of the processing are specified by tokensin
sites.defaults, as shown in Section 10.2. Stationsincluded inthe gired combination are
accompanying by token gl r epu, those used to define the reference frame in glorg by
gl r eps, and those for which time-series plots are to be generated by gl t s. The default
for gired and plotsisto use all stations. For glorg stabilization, there is adefault list of IGS
stations built into the script, but for regional networks, you probably want to specify
explicitly the stations to be used.

The script uses command files named globk_comb.cmd and glorg_comb.cmd , which it looks
for in the solution (not  /templates ) directory. If these filesdo not exist, they will be
created with the appropriate commands to do a loose combination with  gired and a glorg
stabilization. If you wish to ater any of the globk Or glorg commands, for example to
constrain orbits in aregional solution, change the default EOP constraints, or omit the glorg
solution, you can run sh_glred initially with only the -cmd option to create the command
filesfor editing.

To avoid overwriting useful h-files or using obsolete ones, it isimportant to keep in mind
the precedence rules of the script. For local data (sh_gamit day directories), specifying the
H option will force htoglb to be rerun for all directories within the time span indicated,
whether or not a binary file exists in the searched directories (nominally glbf and
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glbf/bin_yyyy). Omitting H will cause no new binary files to be created, so it is not
possible to retranslate only a selected group of ascii H-files. Thisis not an important
limitation, however, because retranslated htoglb runs quickly. For remote data (locally
linked or ftp'd from SOPAC), setting H will also force htoglb to be rerun on any ascii H-
files present or linked (by LA) in the H-file (glbf) directory, but you can safely set F since
the script will not re-ftp any remote (ascii) H-files that are present.

Output H-files from the combination are named HYYMMDD_[expt][netext]. GLX and written in
to the solution directory. The script creates a separate .gdi file for each day with asimilar
name, each pointing to the combined GLx H-filein the solution directory. When ensum is
run, it will create sum. and VAL. files by concatenating all .org files present, so you can run
sh_glred separately for different time spans and create plots that combine the spans.

Examples

Combine regional filesfrom sh_gamit with global files from SOPAC, one day at atime and
generate repeatability plots:

sh_glred -d 1999 235 1999 250 -net igsl igs2 igs3 -netext r -expt emed -opt FHG E C
Regenerate repeatability plots from existing binary h-files (e.g with different stabilzation):
sh_glred -d 1999 235 1999 250 -net igsl igs2 igs3 -netext r -expt emed -opt G E

Combine existing regiona and global binary h-filesinto monthly averages:

sh_glred - d 1999 235 2000 120 -ncomb 30 -net igsl igs2 igs3 -expt emed -opt G LB
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Appendix 1. Summary of GAMIT Processing (without sh_gamit)

A.1.1. Data Preparation

Create an experiment directory with subdirectories for tables and each session (day)
Run links.tables in the tables subdirectory

Assemble RINEX (or FICA) files from diskettes, tape, and/or ftp

Prepare an L-file -- see Section 4.2

Enter antenna heights and receiver software versions in station.info

Enter scenarios in session.info (optional if running MAKEXP)

Edit the template sestbl. and sittbl. to set the controls for the analysis

For each day:

Run links.day

Run MAKEXP to get a D-file and batch file for MAKEX

Run MAKEJto get a Hile

Run MAKEX with [ day].makex.batch to get X- and K-files

Create a G-file and T-file from IGS or broadcast information -- see Section 4.10

A.1.2. Create and execute a batch file to obtain a solution
Run FIXDRV with the D-file as input
Run b[expt].bat which executes ARC, MODEL, AUTCLN, CFMRG, and SOLVE to

obtain a solution for station and orbital parameters, writtento glexpt]a.day, o[expt]a.day,
and hlexptla.day ), and updates glexpt]b.[day] , I[exptla.[day] , and m[expt]a.[day]

Check q[expt]a.[day] for good nrms (<0.3), small station and orbital parameter
adjustments, and good ambiguity resolution; and autcin.post.sum for number of
observations and rms of residuals for each station.

Delete the C-files to save disk space; compress and/or backup RINEX and X-files
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A.1.3 File-naming conventions

A - file: ASCII version of the T-file (tabular ephemeris)

B - file: controls the batch mode of data processing

C - file observed — computed (O-C's), partial derivatives

D - file: driver file of sessions and receivers

E - file: broadcast ephemeris, in FICA Blk 9 or RINEX navigation file format
G - file: orbital initial conditions and non-gravitational parameter values

H - file: adjustments and full variance-covariance matrix for input to GLOBK
| - file: receiver clock polynomial input

J-file: satellite clock polynomial coefficients

K - file: values of receiver clock offset during observation span, from pseudorange
L - filee station coordinates

M - file: controls merging of data (C-) filesfor SOLVE and editing programs
N - file: data-weight overrides for SOLVE created from autcln.sum.postfit

O - file: record of the analysis (reduced form of Q-file) for post-processing analysis
P - file: record of aMODEL run

Q - file: record of the analysis (SOLVE run)

S-file: station coordinates and antenna offsets —no longer used

T - file: tabular ephemeris

U - file: ocean tide constituents

V- file: editing output of SINCLN, DBLCLN, and SCANRMS

W - file: meteorological data

X - file: input observations

Y -file: satellite yaw parameters

Z - file: water-vapor radiometer data
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A.1.4. Summary of input and output files

Appendix 1

INPUT OUTPUT
- RINEX (or X-) files - D-file
MAKEXP | - station.info - session.info (optional)
- session.info - Input batch files for MAKEX,
MAKEJ, BCTOT
- E-file (RINEX nav file) - J-file (satellite clock file)
MAKEJ - C-file (optional--See 4.6)
MAKEX - raw observations (RINEX or - K-file (receiver clock)
FICA) - X-file (input observations)
- station.info (ant hts, rcvr
software)
- session.info (scenario file)
- E-file (RINEX nav file)
- J-file (satellite clock file)
- L-file (coordinates of
stations)
ARC - arc.bat (batch input file) - arcout.ddd (output print file)
- G-file (orbital initial - T-file (tabular ephemeris for
conditions) all sat. ses.)
FIXDRV - D-file (defines the input and - B-file (bexpy.bat : primary
output) batch file)
- sestbl. (session control) - B-file (bexpy.nnn : secondary
- .Sittbl. (site control) batch files)
-T,J, L, X (or C) input - |-file (revr clock
polynomials)
MODEL - L-file (site coordinates) - C-file (upgrade if input
- station.info (ant heights) C-file)
- X-file or C-file
- T-file
- 1-file
- J-file
AUTCLN | - C-file - C-file (cleaned)
CFMRG - C-file - M-file (points to the C-files)
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SOLVE - Cile - Q-file
- M-file - G-file
- H-file
- L-file
CVIEW - M-file and C-files - C-files (CVIEW only)
SCANDD
MAKEK - E-file - K-file
- J-file
- L-file
- X-file
- G-file
NGSTOT - SP3-file - T-file
BCTOT - E-file - G-file
- T-file
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Appendix 2. Antenna Specifications
A.2.1 Introduction

Accurate and consistent modeling of the antenna phase centers continues to be one of the
most vexing problemsin GPS analysis. For purposes of discussion it is useful to divide
the problem into horizontal and vertical effects, and to consider for the latter the "absolute”
and relative models.

For most of the antennas there are horizontal offsets of afew millimeters of the L1 and/or
L 2 phase centers from the mechanical center of the antenna. These are sometimes not
repeatable among individual antennas of a particular type and can be over 5 mm for
analyses using the ionospheric-free (LC) combination of L1 and L2 phase. These offsets
can be determined by measurements of the antenna phase pattern in an anechoic chamber
[Schupler et al. , 1991; Rocken et al. , 1995] or by analysis of short baseline field
measurements in which the antennas are rotated between sessionsBraun et al., 1996].

The vertical positions of the phase centers of all GPS antennas show significant elevation-
dependent motions, which if not modeled make estimated station hei ghts dependent on the
elevation cutoff angle of the observations at each station. The size of the effect can vary
from afew millimeters for matched antennas in aregional network in which all stations
have nearly the same horizon, to several centimeters for some combinations of mismatched
antennas. The vertical phase center, as afunction of elevation angle, can be mapped for
individual antennas using anechoic chamber measurements| Schupler et al., 1991 | or
differentialy for pairs of antennas by estimating coefficients of a polynomial or spherical-
harmonic model [Mader and McKay, 1996; Rothacher et al. 1995]. When the "absolute’
models determined from anechoic chamber measurements are used in analyses of global
tracking data, station heights differ 6-12 cm from valuesinferred from SLR and VLBI data,
implying a GPS scale error of ~10 8. Morelikely, there is some aspect of the anechoic
chamber measurements that is not yet understood. The difference in elevation-dependent
variations from anechoic chamber measurements of pairs of antennas, however, agree
reasonably well (25%) with those inferred from estimated from field measurements over
short baselines, allowing inference of the vertical phase center, independent of elevation-
angle cutoff, at the level of about 5 mm for some antennas. For others, the agreement is
poorer, presumably indicating significant effects that depend on the electrical environment
of the measurements. For example, Elosequi et al. [1995] demonstrated centimeter-level
effects from the pillar used to support the antenna.

Although an effective "absolute” model for vertical offsets remainsillusive, the IGS issued
in June, 1996, a provisional differential model that represents usefully the mean vertical
and horizontal offsets for many of the commonly used antennas| Rothacher and Mader
1996]. Thismodel, designated IGS 01, arbitrarily assumes no elevation-dependent terms
for the Dorne-Margolin choke ring antennas used in the global network and applies
elevation-dependent variations for other antennas. Since the release of IGS_01, the US
National Geodetic Survey and Geodynamics Research Division of NOAA have carried out
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an extensive program of determining differential models for many antennas. The results of
these tests are available on the GRD web pagenvwv. gr dl . noaa. gov/ GRD/ GPB

GAMIT computes the instantaneous position of an antenna's phase center from the geodetic
monument in three pieces. File station.info records the vertical or slant distance from an
accessible point on the antenna structure (specified in the entry) to the monument, and also
any horizontal offsets of the center of antennafrom the monument deriving from a setup
error. Subroutine lib/hisub.f converts these field measurement to an offset of the IGS-
defined antenna reference point (ARP)—usually the bottom center of the pre-amp—from
the monument using mechanical specifications hard-wired into the subroutine. Finally, the
instantaneous positions of the L1 and L2 phase centers with respect to the ARP are
computed by subroutine model/phasecc.f using the constant or elevation and/or azimuth
dependent model specified in tableantmod.dat.

In deciding how to handle phase centers in your processing, you should recognize that
millimeter-level accuracy in the vertical for mismatched antennas or long baselines is not yet
possible, and therefore consistency may be more important than accuracy. We currently
recommend one of two options: use of table antmod.dat.mit (in updates/tables ), which has
no elevation-dependent terms and constant offsets that are (mostly) consistent with prior
GAMIT use and have been employed by SOPAC for the current (1995-99) processing and
reprocessing; or table antmod.datigs , which has the June, 1996, IGS_01 model of
constants and el evation-dependent terms for many commonly used antennas and current
(December, 1999) model from NGS, designated NGS 02, for many others. If you
specify (in station.info) an antenna for which there is no model, GAMIT will warn you and
use 0. for the offset of the phase centers from the ARP. Note two important features of
phase center offsets. 1) elevation-dependent variations are highly correlated with the
atmospheric zenith delay and are thus most important to model correctly when this
parameter is being estimated; 2) elevation-dependent termsin the model are closely coupled
with the constant offset and should be matched correctly in the table ( see, e.g., Rothacher
et al., [1995]). We tested rigorously, with short baselines, only the IGS_01 model for the
microstrip antennas used with the Trimble SST, SSE, and SSi receievers. In all other
cases, you will have to verify with your own tests which, if any, model is appropriate to
use.

The next seven sections describe the mechancal dimensions of antennas used with T14100,
Trimble, Rogue, Ashtech/Topcon, Macrometer, Sercel, and Leicareceivers. Section A.2.9
lists references for this appendix.

A.2.2 Tl 4100 Antennas

TI1 4100 Conical Spira

In field operations there are two conventional points on the antenna structure to which
height measurements are referred: the center and the outside edge of the base of the pre-
amp. Vertical measurements to the center of the base are designated>HPAB and are simply
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added to the table values to get the L1 and L2 phase centers. Slant height measurements to
the edge of the base are designated SLPAB and converted to vertical heights using the
pythagorean rule and a base radius of 0.8415 m.

Thevaluesgiveninthe antmod.datmit for the early series 100 and 2000 antennas,
designated Tl _100 and TI 2000, respectively but both aliased toTl 4100, are taken from
Sms[1985]. For the newer and more common 4000 series antennas, designated T1 4000,
the values were determined by Schupler et al. [1992] and confirmed by our own analysis.
Use of the Schupler et al. variable phase-center model will increase the heights (relative to
other antenna types) estimated from L C observations by about 15 mm.

T1 4100 FRPA-2 microstrip

These antennas have been used only at the CIGNET fiducial stations at Richmond
(Florida), Mojave (California), and Kauai (Hawaii). The offsetsgivenin antmod.dat.mit
are based on UNAV CO short baseline tests (personal communication, John Braun, 21 May
1994). They are untested in MIT or SOPAC analyses.

A.2.3 Trimble Antennas

Trimble 4000 SST

The 4000 SST antenna ( TRVSST ), part # 145321 and usually designated "4000ST L1/L2
Geodetic", isamicrostrip which has around ground plane with horizonally scalloped and
vertically beveled edges. Below the ground plane is a small square box containing the pre-
amp. Field height measurements are commonly made to the outer edge of the ground
plane—either the top, middle, or bottom of the beveled edge. Subroutinehisub is coded to
accept slant height measurements to the top ( SLTGP, radius 0.2403 m), middle ( SLMGP,
radius 0.2413 m), or bottom ( SLBGP, radius 0.2403 m) of the ground plane, and also a
direct height to the bottom of the ground plane ( DHBGP). If the Trimble measuring rod is
used, the height measurement is usually made to the inside of one or more of the notches
(radius 0.2334), on either the top (SLTGN) or bottom (SLTBGN) of the ground plane. The
bottom of the ground plane is 0.060 m, the middle 0.0615 m, and the top 0.063 m above
the ARP (base of pre-amp).

With no elevation-dependent model, Trimble specifications and UNAV CO tests put the L1
phase center 6.2 mm above, and the L2 phase center 4.7 mm above the top of the ground
plane. Use of the variable phase-center model will increase heights estimated from LC
observations by about 15 mm. Rotation tests and anechoic chamber measurements suggest
that there are differences of at least several millimeters, in both the vertical and horizontal
directions (C. Rocken, personal communication, 1995; Rothacher and Mader, 1996). The
IGS 01 model reflects these differences.
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Trimble 4000 SSE

The antenna accompanying all but the first SSE receivers, and also SSi receivers, is
different from the SST antennain having separate microstripsfor L1 and L2; it is part #
22020.00, is usually designated "Geodetic L1/L2", and carriesthe GAMIT code TRVSSE.
Subroutine hisub allows the same types of measurements but uses slightly different
dimensions. The bottom of the ground plane is 0.0556 m, the middle 0.0574 m, and the
top 0.0591 above the ARP. The radiusto the edge of the ground plane (top, middle, or
bottom) is 0.2415, and to the inside of the notches 0.2335 m.

The no-model offsets given in antmod.dat.mit are currently set to be the same as for the SST
antenna, as indicated by the manufacturer, but anechoic chamber and field measurements
suggest that there are differences of at least several millimeters, in both the vertical and
horizontal directions (C. Rocken, persona communication, 1995; Rothacher and Mader,
1996).

Trimble 4000 SL

The 4000 SL antenna, part # 10877.10, is amicrostrip which has a round ground plane
with a smooth edge. In release 9.8 we changed the 6-character code for this antenna from
TRVBLD to TRSLMC to avoid confusion with the square-ground-plane antenna (part #
12562.10) which Trimble calls 4000 SLD and which is not supported by GAMIT. Below
the ground plane is a square box containing the pre-amp. Field measurements of the slant
height are commonly made to the top ELTGP) or bottom (SLBGP) edge of the ground plane
or the bottom corner of the pre-amp base ( SLPAC). The bottom of the ground planeis
0.0529 m, and the top 0.0512 m above the pre-amp base, the ARP. The ground plane has
aradius of 0.2413 m, and the diagonal from the center to the corner of the pre-amp is
0.0991 m.

According to the manufacturers specifications, the L1 phase center is 6.1 mm above the top
of the ground plane or 0.0573 m above the ARP, and the L2 phase center 4.5 mm above
the top of the ground plane or 0.0557 m above the ARP, with no variable phase center
model applied (UNAVCO communication from B. Perin, 6 Februeary, 1991).

Trimble 4000 SXD

The 4000 SXD antenna ( 4000SX, part # 10877.10) is a microstrip which has a square
ground plane with rounded corners. Below the ground plane is a square box containing the
pre-amp. Field measurements of slant height are commonly made to the bottom of the
ground plane at one of the corners ( SLCGP) or to the bottom corner of the pre-amp base
(SLPAC). Theground planeis 3.4 mm thick and the bottom is 0.048 m above the pre-amp
base, the ARP. The side of the ground plane is 0.3048 m and the diagonal (rounded)
corner (the measurement point) 0.4153 m from the center. The pre-amp has a half-width
of 0.0984 m and adiagonal of 0.1391 m.
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According to the manufacturers specifications, the L1 phase center is 6.2 mm above the top
of the ground plane or 0.0574 m above the ARP, and the L2 phase center 4.6 mm above
the top of the ground plane or 0.0558 m above the ARP, with no variable phase center
model applied (UNAVCO communication from B. Perin, 6 February, 1991).

A.2.4 Rogue Antennas

Dorne-Margolin with Choke Ring

There are three antennas used with Rogue, MiniRogue, and TurboRogue receivers, all
variations of a Dorne-Margolin element mounted with the circular ground plane and choke
rings based on a JPL design. The antennas used with the original Rogue SNR-8 were
built at JPL and are designated model "R" ( ROGSNR, DMRCHR, or ROGDMR); the early
models built by Allen Osborne Associates (AOA) are designated model "B" ( ROGAQA,
DVBCHR, or ROGDIVB); and the AOA models currently distributed with the TurboRogue are
designated model "T" (TRBROG, DMICHR, or ROGDMT, ). If the antennais mounted on a
tripod, height measurements are usually made to the bottom of the choke ring or an
underlying baseplate. If the antennais spike-mounted on the ground, the measurement is
made to the bottom of the baseplate. In some permanent mounts surveyed by theodolite,
the direct height may be specified to the the top of the choke ringfHTCR).

For the "R" model, the ARP is the bottom of a base plate, 0.381 mm in diameter and 6 mm
thick. The choke ring above is 64 mm high, so that the top of the choke ring is 70 mm
above the ARP. Measurements made to the bottom of the assembly are all to the ARP,
whether designated "pre-amp base" PHPAB) or "bottom of choke ring" PHBCRor SLBCR).

The "B" model replaced the thin baseplate with one 11 mm high and 351 mm in diameter,
and increased the choke ring height to 70 mm. For this model the ARP is the bottom of the
choke rings, not the bottom of the baseplate, so that the top of the choke ringsis still 70
mm above the ARP.

The"T" model has a choke ring 67 mm high including the baseplate and a pre-amp 35 mm
high. The ARP isthe bottom of the pre-amp, so that the top of the choke ringsis 102 mm
abovethe ARP. The width of the choke ringsis 381 mm.

According to the manufacturers nominal specifications, with no variable model, the L1
phase center is 8 mm, and the L2 phase center 26 mm above the top of the choke rings for
all three models.

A.2.5 Ashtech Antennas

There have been primary three models, with several variatiions each, of the Ashtech dual-
frequency micro-strip antennas. The first two models (both part #700228) both use a Ball
Corporation microstrip patch and have a 28-cm ground plane but have different amplifiers
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and different configurations of ground planes. The third model has a different microstrip
patch and alarger ground plane. The Ashtech choke-ring antennais patterned after the
TurboRogue (DM-T) antenna but has had several revisions and has been used with and
without one of several radomes.

Ashtech L

The early models of the 700228 antenna have been used mostly with the MD-XI|I
(codeless) receiver and are designated the"Geodetic L1/L2" or "L" model ASHL12). They
have a 28-cm ground plane with closed holes near the edge for measuring height and an
external low noise amplifier (LNA). Thetwo versions (700228A and 700228A) both had a
leveling bubble but used different LNAs. The third (700228C) removed the leveling
bubble. GAMIT allows different designations for these reversions (ATGEOB and
ATGEOQOC, respectively), does not yet have phase-center models to distinguish them. but
currently treat. Field measurements are commonly made by placing a measuring rod
through holes 115 mm from the center near the outer edge of the ground plane ( SLHGP or
SLAGP). The ground planeitself is rounded on the edge, with bottom outer edge 142.4 mm
from the center. Thetop of the ground plane, where the holes are located, is 64 mm above
the base of the pre-amp (ARP). Subroutine hisub also supports slant height measurements
to the outermost part of the bevel on the bottom of the ground plane (SLBGP). Thereisa
provision for adding extender sections to the ground plane, but this configuration has rarely
been used and is not supported by hisub.

Ashtech P/Topcon P

The later model (D) of the 700228 has been used chiefly with the Ashtech P12 and Topcon
GP-RIDP receivers (but possibly aso with the Ashtech Z-12 and Topcon GP-RIDY) and is
designated the "Geodetic 11 L1/L2 REV B" or "P" (ASHP12/ TOPP12). It also usesa28-
cm ground plane but with the holes open and at the edge, at adistance of 131.8 mm from
the center, and no ability to extend the ground plane. The allowable measurement codes are
the same asfor the "L" model.

Ashtech |11/Topcon

The "Geodetic Antennalll" antenna (ASHGD3 part #700718A or TOPGD3 part #700779)
uses a different micro-strip patch and a larger (34-cm) ground plane (sometimes termed the
"Whopper") with open holes. It has been used with the Ashtech Z-12 and Topcon GP-
RIDY receivers. The antenna has an internal LNA in the center hub. The US Coast Guard
version has aradome and is designated ASHGDR and has part #700829. Asfor theL and P
models, the top of the ground plane is 64 mm above the base of the pre-amp (ARP). The
radius of the ground plane is 173.7 mm, and the pre-amp 40.0 mm. GAMIT supports
measurement of the direct height to the top of the ground plane DHTGP) and slant height to
the outside of the holes SLHGP or SLLGP).
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At the present time, the effective phase centers of the Ashtech microstrip antennasis
uncertain. Short baseline GPS and anechoic chamber measurements give inconsistent
results. In table antmod.dat.mit we have maintained the offsets determined for Release 9.2,
which place the L1 phase center ~33 mm, and the L2 phase center ~13 mm above the
ground plane. Previous GAMIT releases assumed that both L1 and L2 phase centersare in
the ground plane. The IGS_01 model in antmod.dat.igs gives elevation-dependent models
for these antennas but they are based on limited, non-redundant tests and do not have the
reliability of the models for the Trimble microstrip or the choke-ring antennas

Ashtech Dorne-Margolin with Choke Ring

There have been 14 different versions of the Ashtech choke-ring antenna, some trivially
different and some with changes that might affect the phase pattern. All have been
designed to be mechanically and electrically equivalent to the Turbo-Rogue ("T") antenna,
and in the current version of antmod.dat are assigned the same (null) model asthe D-M T.
To alow tracking of small potential changes, however, each of these modelsis assigned a
different name, both by the IGS and in GAMIT (see rcvant.dat). One possibly important
difference arises when the antenna is used with the Ashtech-supplied conical radome.
Testsat UNAVCO [ Rocken et al ., 1995] and MIT [ Niell et al., 1996] suggest that the
phase center changesin vertical by 5-15 mm when this radome is used, but similar tests at
AlUB (Bern) and NGS obtain differences less than 3 mm [ Rothacher and Mader, 1996].
The use of a centered spherical radome of the type currently imployed by SCIGN produces
no significant change in the phase pattern.

A.2.6 MACROMETER Antennas

Min-Mac 2816 AT

The Macrometer antenna used with the Mini-Mac 2816 AT is a crossed dipole above a thick
sguare ground plane ( M NXDP or M N6AT ). The ARP isthe base of the ground plane
structure, which contains the pre-amp. GAMIT supports only direct height measurements
to the ARP (DHPAB) or reference to the L1 phase center I( 1PHC).

According to the manufacturer's specifications, the L1 phase center is 107.1 mm, and the
L2 phase center 91.7 mm above the ARP [J. Ladd, private communication, 1989]. Use of
an elevation-dependent model corrects this by several centimeters.

A.2.7 SERCEL Antennas

For the SERCEL TR5S and NR52 antennas, we have only scant information conveyed by
K. Feigl from the log sheets for the Djibouti 1991 observations. There are no mechanical
dimensions coded in hisub, so that only measurements to the ARP ( DHPAB) are allowed.
The difference between the L1 and L2 phase centersisunknown. In  antmod.dat , we
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currently give for the TR5S GRTR5S) phase center offsets from the ARP of 264 mm for the
TR5S (SRTR5S) and 210 mm for the NR52 SRNR52).

A.2.8 Leica Antennas

The Leica SR299/SR399 " Sensor"”, AT201/302, and AT303 antennas are attached directly
to arotating bubble level ("carrier”; e.g. GRT44), or a"stop/go" kinematic pole viaa screw
hole on the bottom of the antenna. The ARP is defined as the bottom of the antenna
housing, coincident with the top of the carrier. With the carrier mount and tripod,
measurements are commonly made using a pull-down tape measure attached to a "height-
hook", with the top of the tape measure (the read point) located 0.350 m below the ARP.

Y ou can specify adirect height to the ARP OHPAB) or a direct height read from the height-
hook tape (DHHHK). In using values recorded on field logsheets, be aware that the height
hook tape suggests to the operator adding 0.449 m to the measured value to account for
both the offset to the ARP (0.350 m) and the nominal L1 phase center (0.091 m above the
ARP). Be surethat you understand what value has been recorded. Also, the Sensor
antennas may be used with a"ranging pole" (different from a"stop/go kinematic pol€e") via
an "adaptor with 5/8-in thread"; in this configuration the ARP, corresponding to the top of
the pole, is 12 mm lower with respect to the phase centers. The range-pole configuration is
not coded in GAMIT. With the choke-ring antennas (AT303 and AT504), you may also
specify dant-height measurements to the outside bottom edge of the choke ringsS. BCR).

The IGS_01 phase-center model in antmod.dat.igs has three elevation-dependent models for
the phase center, corresponding respectively to the SR299 or SR399 internal antennas
(LC2991 or LC3991), andthe series200 external antennawith (LC202G or without
(LC202N) aground plane. The AT303 was intended by Leicato be dlightly different from
the IGS standard (DM-T TurboRogue antenna), so antmod.dat includes the NGS 02
model for thisantenna. The AT503 (Lc_503) is assumed be the same asthe DM-T.
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Appendix 3. Description of Data Exchange For mats

Two formats (FICA and RINEX) have been used to distribute GPS phase and pseudorange
data from single tracking sessions, and athird (ARGOS) used by NGS to distribute week-
long datafrom CIGNET stations prior to 1992. In addition, each of these formats has a
file or blocks defined to contain ephemeris and clock information broadcast by the satellites
Finally, orbital ephemeridesin tabular (XY Z per epoch) format are distributed in the SP1 or
SP3 ("Standard Product") format developed by NGS and now used by the IGS. The
ARGOS format is described in Chapter 9 (section 9.2); the others are described below.

A.3.1 RINEX

The Receiver INdependent EX change format for GPS data provides the current IGS
standard for the distribution of phase and pseudorange data (0" file) and the navigation
message ("n") file recorded by areceiver. Thereisaso alessused file for meteorological
data. Version 1 of the RINEX formatsisdescribed in ["A Common Exchange Format for
GPS Data by Gurtner, W., G. Mader, and D. MacArthur, in  Proceedings of the Fifth
International Geodetic Symposium on Satellite Systems, Las Cruces, New Mexico, 1989]
and reprinted in CIGNET Bulletin 2 (3) , May—June, 1989. Version 2 isdescribed in
CIGNET Bulletin 3 (3) , September—October, 1990. A sample of aVersion 1 RINEX
navigation fileis given in the section A.3.3.

A3.2 FICA

T14100 data prior to 1989 were usually distributed in the Floating-1nteger-Character-ASl|
(FICA) format devised by the Applied Research Laboratory at the University of Texas. A
description of the format and definitions of the standard T1 4100 blocks and (ad hoc) MIT-
defined blocks used to create an acceptable input file for MAKEX from NGS ARGO
format, see the comments in subroutines blknnn.f in gamit/makex .

A.3.3 Description of the E-file

The E-file consists of one or more "blocks" of Broadcast Ephemeris data as recorded by the
receiver from the satellites transmissions. For convenience we have not introduced a new
format for these data; rather, they may be either in RINEX navigation file format
(preferred) or in FICA format as defined by GESAR Block 9 for the T1 4100. To create an
E-filefor froma Tl FICA file, use the program FICACHOP and specify Block 9.

An example of aRINEX navigation file, with an ephemeris block for only one satellite, is
given below:

21 January 1997



1 NAVI GATI ON DATA

MAKEX v.

7.1 of 90/07/09 apollo

8 88 11 8 4 8 59.10.323700718582E-03 O.

o

. 102400000000E+05
. 603497028351E- 06
. 194400000000E+06
. 110755363248E+01
. 274297139863E- 09
. 700000000000E+01

[cNeoNeoNeNe]

0. 104687500000E+02 O.
0. 530868989881E-02 O.
- 0. 856816768646E-07 O.
0. 330250000000E+03 - 0.
0. 100000000000E+01 O.
0. 600000000000E+02 O.
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RI NEX VERSION / TYPE

171894498635E- 09 - 0.
177400246575E- 08 - 0.
652857124805E-05 O.
108490472307E+01 O.
584334212505E+00 - 0.
461000000000E+03 O.
000000000000E+00 O.

king 1990-07-06 19:16:30 PGM/ RUN BY / DATE

277555756156E- 16
199337541371E+01
515373352242E+04
186264514923E- 07
634633577893E- 08
000000000000E+00
102400000000E+05

Thefirst lineis aheader giving the RINEX version number (1) and the type of file (the "N"
in column 21 isthe critical character). The second lineis acomment describing how the

filewas created. Additional comment lines can be added by puttingcoMMENT" in columns
61-67. A blank line separates the header from the data blocks.

Thefirst line of each data block has the PRN number (8 here), epoch in GPST, and the
three satellite clock polynomial coefficients (see Section 4.6). The next 24 describe the
ephemeris of the satellite. Their definition and useisgiven, e. g., in King et al., Chapter
7. The correspondences are listed in Table A.3.1 below.

An example of one block of a FICA-type E-fileis given below. Thefirst line indicates that
there are 60 floating point numbersin the block (and no integers or character strings).

BLK 9
. 0000000000000E+00 O.
. 0000000000000E+00 3.
. 0000000000000E+00 O.
. 0000000000000E+00 O.
. 0000000000000E+00 O.
. 0000000000000E+00 O.
. 0000000000000E+00 O.
. 4993916368254E+00 1.
. 1537107257843E+03 1.
. 0000000000000E+00 O.
. 0000000000000E+00 O.
. 0000000000000E+0Q0 - 5.
. 0937269895249E+00 3.
. 0000000000000E+00 2.
. 0000000000000E+00 O.

1
O OPFPOOOUINOOOOOOO

60 0 0

0000000000000E+00
8500000000000E+02
0000000000000E+00
0000000000000E+00
0000000000000E+00
0000000000000E+00
0000000000000E+00
8067657947540E- 07
1520000000000E+05
0000000000000E+00
0000000000000E+00

5879354476929E- 08 - 2.
2003125000000E+02 - 4.
1822337559381E-10 O.
0000000000000E+00 O.

OO ONMNMNOOOOOO

. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 6250000000000E+00
. 7529464568943E- 03
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
0695827239133E+00

P OOOONORFR,OOOO

2112338394786E-01 - 6.
0000000000000E+00 O.
0000000000000E+00 O.

. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 3000000000000E+01
. 0000000000000E+00
. 0854440099709E- 09
. 5285712480545E- 06
. 0000000000000E+00
. 0000000000000E+00
. 0000000000000E+00
. 005828380584 7E- 07
4691980394937E- 09
0000000000000E+00
0000000000000E+00

For the most part, the numbers in the FICA Blk 9 are the same as those used in the
RINEX-type E-file but in adifferent order.
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Table A.3.1 Broadcast ephemerisvaluesin RINEX and FICA E-files

RINEX file FICABIk 9

Description Line#, Index Index No.
Clock drift rate ( sec/se@) SVClk 3 14
Clock drift (sec/sec) SV Clk 2 15
Clock bias (sec) SVClk 1 16
Age of ephemeris data (GPS sec of week) Orbl 1 26
Radial sine correction (CRS) (meters) Obl 2 27
Correction to mean motion (radians/sec) Orbl 3 28
Mean anomaly at epoch (radians) Orbl 4 29
In-track cosine amplitude (CUC) (radians) Orb2 1 30
Eccentricity Orb2 2 31
In-track sine amplitude (CUS) (radians) Orb2 3 32
Square root of the semi-major axis ( metef/2) Orb2 4 33
Time of epoch (GPS seconds of week) Ob3 1 34
Inclination cosine correction (CIC) (radians) Orb3 2 46
Right ascension of ascending node (radians) Orb3 3 47
Inclination sine correction (CIS) (radians) Ob3 4 48
Inclination (radians) Orb4 1 49
Radial cosine adjustment (radians) Orb4 2 50
Argument of perigee (radians) Orb4 3 51
Rate of change of right ascension of ascending node (rad/s) Orb4 4 52
Rate of change of inclination (radians/sec) Orb5 1 54
Codes on L2 channel Orb5 2
Full week number (GPS weeks) Orb5 3 6
L2 Pdataflag Orb5 4
SV accuracy Orb6 1 8
SV hedlth Orb6 2 9
Receiver channel 19
Satellite PRN number 20
Clock epoch (GPS sec of week) 13
HOW word (GPS seconds of week) 3
Age of ephemeris data (GPS sec of week) 53
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A 3.2 3 Orhit File

A complete description of the NGS standard GPS orbit products is given by Remondi
[NOAA Tech. Rep. NOS 133 NGS 46, 1989]. The one most commonly used and adopted
by the IGS for distribution of earth-fixed ephemerides is SP#3; an example for the officia
|GS orbit is shown below:

#aP1996 4 21 0 O . 00000000 96 ORBIT I TRO3 HLM | GS
## 850 . 00000000  900. 00000000 50194 .0000000000000
+ 25 1 2 3 4 5 6 7 91415 16 17 19 20 21 22 23
+ 24 25 26 2728293118 0 0 0 O OO O OO
+ 0 0 0 0 0O 0O O0OOOO0OTODOTGOOQODDOTOQOSO
+ 0 0 00 O0OOOOOTU OO OOTO OO OO OTGOSO
+ 0 0 00 00O OO OOTODOTOODDOTOGOO
++ 55 6 555555585 6 55 55
++ 555 6 555800 0O0O0O0O0O0O0
++ 0 0 0o 0O0OOOOOOTOOOOOTGOTGO
++ 0 0 0o 0OOOOOOOOOOTGOODOTGO0OTO
++ 0 0 0o 0OOOOOOOOOOO OO ODOTGOTGO

% cc cC ccC ccC CCCC CCCC CCCC CCCC CCcCCC CcCcCCC cccece cccecce
% cC cC ccC cCC CCCC CCCC CCCC CCCC CCCCC CCCCC CCcCcCC ccccce
% . 0000000 . 000000000 .00000000000 .000000000000000
% . 0000000 . 000000000 .00000000000 .000000000000000
% 0 0 0 0 0 0 0 0 0
% 0 0 0 0 0 0 0 0 0
/* RAPI D SERVI CE ORBI T COVBI NATI ON FROM WEI GHTED AVERAGE OF:
/* cod emr esa gfz jpl ngs sio

/* REFERENCED TO GPS CLOCK AND TO WEI GHTED MEAN PCLE:

*

1996 421 0 O . 0000

1 -20844.049743 16468. 077022 682. 661913 53. 575584
2 12944.844539 -10393.087331 -20299. 519500 -249. 520521
3 -8227.617128 20375.326181 -15102. 650518 4.597767
4 13744.791940 -9683.391414 20694.419314 22.047268
5 -12352. 621960 -20060. 938827 12297.360719 36.113385
6 -19546. 655943 -1100.613728 18148. 758754 8. 140737
7 20712.125279 -16356. 600000 -518.876248 719. 138221
9 -17764. 134276 -16037. 093050 -11757. 505817 -18. 951339
14 12179.034086 18588. 450559 14478.113351 13. 465001
15 19057. 231547 15809. 204514 -9780. 269336 293. 252400
16 -1083.799746 -26408.146377  2349. 366780 8.084014

17 -24486.194361 -4762.735719 -9703.838269 -112.969182
19 25533.173686  3886.160764 -6400.473223 459. 005144
20 -15478. 615183 -9745.065423 19106. 255998 14. 598467
21 -12024. 261423 12964. 155803 -19620. 557712 -19. 797230
22 -3194.548377 24157.840245 10016.934756 301. 593609
23 -15229.612960 -1727.102967 -21438. 845352 9. 526407
24 544. 423674 -15500. 071774 21780.182095 -179.844909
25 -11610. 793056 11908. 640383 20691.294205 -1.623070
26 -3511.667947 -15876. 253008 -20761.862582 -183.285168
27 21532.343236 -3952.280131 -15530. 087869 26. 271555
28 -12532.981692 20254. 408891 -11879. 931632 78. 225844
29 12432.222182  9589.973773 21587. 240169 8.991759
31  4170.173983 15571.909204 -21199. 804060 447. 486131
18 21074.399097 -2889.491428 15694.503544 999999. 999999

1996 4 21 0 15 .0000

1 -20941. 140297 16195.390001 -2157.407872 53. 634533

UV *UUVUUUUUUUUUUUUUUUUUUUUUUTUTUO *7

The charactersin columns 1 and 2 indicate the type of line. Thefirst line ¢a) includes the
GPST date and time (year, month, day, hour, minute, second) of the start of the orbital
information, the number of epochs (96 in the example), the terrestrial coordinate system
used (I TR93, for ITRF-93) and the agency computing the the orbit ( GS). The keyword in
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columns 4145 indicates the type of data used to compute the orbit. For individual analysis
centers thiswill indicate.e.g. doubly differenced carrrier phase ( d ), but for the IGS
combined orbit the orbits of the individual analysis centers are the "observations'. The
second line (##) repeats the start time but in terms of GPS week ( 850) plus seconds of
week and Modified Julian Day plus fraction-of-day; it also gives the interval of the

tabul ated ephemerides in seconds £00).

The third to the seventh lines ¢ ) have the number of satellites followed by their respective
PRN numbers. The 8th to the 12th lines ( ++) indicate the accuracy of the orbit of each
satellite, given by the exponent of 2 in millimeters; e.g., 5 implies an accuracy of 25 mm,
or 3.2cm. Lines 13-18 arereserved for addition of character (%), floating-point (% ) or
integer (% ) variablesto the format. Lines 19-22 have free-form comments/(*).

For each epoch thereisa header line (* ) and datalines (P ) for each satellite. The data
lines contain Cartesian coordinates in kilometers andthe clock offset in microseconds.
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Appendix 4. Modeling Satellite Clock Variations dueto SA

For precise geodesy, the most troublesome aspect of the policy of "selective availability"
(SA) isthe dithering of the frequency of the satellite oscillators. Between March and
August of 1990, the level of dithering reached 1-2 Hz (~1 partin 10  9), making the
oscillators of the Block 11 satellites appear to be no more stable than the better crystal
oscillators used in field receivers. Dithering is a problem because receivers do not
generally sample the phase of the same transmitted wavefront. Even if the nominal
sampling time is the same, receivers separated by intercontinental distances sometimes
sample wavefronts transmitted at times different by afew tens of milliseconds due to the
difference in propagation time. For the level of SA active in 1990, the phase error in the
case of simultaneously sampling sites at intercontinental distancesis only afew millimeters
in equivalent distance. For receiversthat sample at times differing by ~1 second (e.g. Tl
4100 and MiniMac 2816 or Trimble 4000SST), the error can reach a cycle or more (see
Feigl et al. [1991] for a more complete discussion).

The satellite oscillator phase (or frequency) variations can be determined rather easily from
the carrier-beat phase residuals from a station using an atomic oscillator (Rubidium,
Cesium, or Hydrogen-maser). Program MAKEJ performs this task using the phase-
residuals from one or more C-files to compute satellite clock corrections at each epoch and
to write these into a J-file which has the same form as the Jfile created from the broadcast
clock polynomial (see Chapter 4). The only complication is the need to clean the phase data
and to use the residuals from several stationsin order to avoid gaps. A reasonable strategy
isto process the data from a global network of 3—10 atomic-oscillator stations using Type
of Anal ysis = QU CKand to perform only minimal manual editing in order to get a set of
C-filesto be used as input to MAKEJ. If you start with enough stations, you can afford to
omit problematic C-files.

To invoke this mode of MAKEJ, choose option 2 at the first prompt and then enter the
name of the Jfile to be created:

Choose source of SV oscillator frequency corrections:

1 E-file broadcast nessage. [OK for MAKEX and MODEL without S/ A]
2 Second order fit to Cfile fromsite with Hnmaser [best for S/ A
Pi ck a nunber. 2

Enter output J-file name >:. jtrex0.086
Opened J-file: jtrex0.086

MAKEJwill then ask you whether you want to see extra (debug) information (usually not)
and display alist of the C-files available in the directory:
Wanna debug? (Y/N) n

Choose one or nore C-files fromstations with atonic standards
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Avail able files:

carot 0. 086
cbl hl 0. 086
ccent 0. 086
cj pl 10. 086
cl ock. doc
crmadcO0. 086
cnoj nD. 086
covr 00. 086
cpver 0. 086
cricnD. 086
ct ox. bat
cvndnO. 086
cwsf nD. 086

Enter file names or pick nunbers:

17

10 13

Appendix 4

In this example, we have chosen C-files from four VLBI sites (Algonquin, Mojave,
Richmond, and Westford) all equipped with Hydrogen-maser frequency standards.

Y ou will next be asked to provide as input the J-file used by MODEL in the analysis that
produced the C-files. Since the phase residuals were generated with the satellite-clock
terms from this JHile, it is crucial that you use thisfile as reference in generating the new

epoch-by-epoch Jile.

Choose as i nput

Avail abl e files:

1 jrefj0.086
2 jtrex0. 086
Ent er

MAKEJwill then read the time and phase residuals from all of the C-files and estimate a

a file nane or

pi ck a numnber: 1

2

reference the J-file used by MODEL to produce the Cfiles

series of satellite-clock coefficients defined in the same way as for the broadcast J-file. The

clock-offset term (units = seconds) is taken from the input J-file directly. MAKEJwill

estimate from three successive values of the phase residuals at each station a frequency-

offset coefficient (dimensionless) and frequency rate (or clock acceleration) coefficient
(1/seconds). The values from each station are then averaged, with outliers detected and

removed, and written on the J-file. Part of a J-filefor day 86 of 1990 is shown below:

SV clock ternms fromGC-file rwk

(i2,

9.14 of 92/07/15 13:00 (sun)

YR DOY HR MN SEC(UTC) WKNO SOWN GPST) PRN XEAFO

1x,1i3,2i3,1x,f6.7,3x,i3,1x,f9. 2, 2x,1i 2. 2, 2x, 3d16. 8)

86 0 44 24.000 533 175470.00 02 - 0. 44736080D- 05
86 0 44 54.000 533 175500.00 02 -0. 44736080D- 05
86 3 44 54.000 533 186300.00 02 - 0. 44619665D- 05
86 3 45 24.000 533 186330.00 02 - 0. 44619665D- 05
86 3 45 54.000 533 186360. 00 02 - 0. 44619665D- 05
86 3 46 24.000 533 186390.00 02 - 0. 44619665D- 05
86 3 46 54.000 533 186420.00 02 - 0. 44619665D- 05
86 3 47 24.000 533 186450. 00 02 - 0. 44619665D- 05
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[eleolololoNe] [eNe)

sun
XEAF1

. 38595080D- 09
. 37723562D- 09

. 18795949D- 09
.67060934D- 10
.29081758D- 10
. 75677689D- 10
. 34106051D- 12
. 34106051D- 12

[oleololoNoNe] [eoNe)

XEAF2

. 72672011D- 13
. 21328450D- 12

.13967074D- 11
. 61826852D- 12
.14717717D- 13
. 79131662D- 12
. 00000000D+00
. 00000000D+00
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The estimates can be made, of course, only if the satellite is visible from the station whose
C-fileisbeing used, so if a non-global network is used, you will obtain many messages of
the form

Estinmate failed for PRN 19 at epoch 2; using reference val ues
Estimate failed for PRN 19 at epoch 3; using reference val ues

Estinmate failed for PRN 19 at epoch 20; using reference val ues

Aslong as at least one "good" station is available in the region of your primary network,
you will have avalid estimate for most or all of the epochs of interest. Use of a global
network and an observation span longer than that of your primary data session will avoid
endpoint problems, which arise inevitably since phase data from three epochs are needed to
estimate frequency and its rate of change (see Chapter 2 of  Feigl [1991]). If agood
estimate cannot be obtained at any epoch, the coefficients from the input J-file are written.
In the example shown above, broadcast coefficients have been used after 3 46M 24s, when
PRN 2 isno longer visible from any of the four stations. Note the difference in the stability
of the clock as reported by the satellite (3 partsin 1@3) and as actually measured (3 partsin
1010) (although part of this difference might be attributed to time period of averaging—
hours versus minutes).

After writing the complete J-file, MAKEJ will display a summary:

J-File witten for 9 satellites

Start: 90 86 0 44
Stop : 90 86 8 42

Valid estimates PRN 2 3 6 9 11 13 14 16
362 433 542 562 832 710 499 159

Qutliers PRN: 2 3 6 9 11 13 14 16 1
carot 0. 086 0 0 0 0 0 0 0 0
cnoj 0. 086 0 0 0 0 0 0 0 0
cricnD. 086 0 0 0 0 0 0 0 0
cwsf nD. 086 0 0 0 0 0 0 0 0

Jfile: j4stn0.086 contains PRNs 02 03 06 09 11 13 14 16 19

In estimating the clock coefficients, MAKEJ uses only phase residuals which are flagged as
"good" for SOLVE and not flagged as a cycle dlip requiring an extra bias parameter. If the
data have been completely cleaned no outliers will be detected.
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